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ARTICLE INFO ABSTRACT

Keywords: Context: Secondary studies are vulnerable to threats to validity. Although, mitigating these threats is crucial
Empirical software engineering for the credibility of these studies, we currently lack a systematic approach to identify, categorize and mitigate
Secondary studies threats to validity for secondary studies.

Threats to Validity

. R Objective: In this paper, we review the corpus of secondary studies, with the aim to identify: (a) the trend of
Literature Review

reporting threats to validity, (b) the most common threats to validity and corresponding mitigation actions, and
(c) possible categories in which threats to validity can be classified.

Method: To achieve this goal we employ the tertiary study research method that is used for synthesizing knowl-
edge from existing secondary studies. In particular, we collected data from more than 100 studies, published until
December 2016 in top quality software engineering venues (both journals and conference).

Results: Our results suggest that in recent years, secondary studies are more likely to report their threats to
validity. However, the presentation of such threats is rather ad hoc, e.g., the same threat may be presented with
a different name, or under a different category. To alleviate this problem, we propose a classification schema for
reporting threats to validity and possible mitigation actions. Both the classification of threats and the associated
mitigation actions have been validated by an empirical study, i.e., Delphi rounds with experts.

Conclusion: Based on the proposed schema, we provide a checklist, which authors of secondary studies can use for
identifying and categorizing threats to validity and corresponding mitigation actions, while readers of secondary
studies can use the checklist for assessing the validity of the reported results.

1. Introduction Software Engineering (EBSE) Paradigm' [22], two other types of studies
have become quite popular [15]:

Empirical Software Engineering (ESE) research focuses on the ap-
plication of empirical methods on any phase of the software develop-
ment lifecycle. The three predominant types of empirical research are
[44,47]: (a) surveys, which are performed through questionnaires or in-
terviews on a sample in order to obtain characteristics of a population
[36]; (b) case studies, which study phenomena in a “real-world” context,
especially when the boundaries between phenomenon and context are
not clear [51]; and (c) experiments, which have a limited scope and are
most often run in a laboratory setting, with a high level of control [47].
During the last years and mainly due to the rise of the Evidence-Based

» Systematic Literature Reviews (SLRs) use data from previously
published studies for the purpose of research synthesis, which is the
collective term for a family of methods for summarizing, integrating
and, when possible, combining the findings of different studies on
a topic or research question. Such synthesis can also identify cru-
cial areas and questions that have not been addressed adequately
with past empirical research. It is built upon the observation that
no matter how well-designed and executed, empirical findings from
individual studies are limited in the extent to which they may be
generalized [18].

1 EBSE is a movement in the software engineering research that aims to pro-
vide the means by which current best evidence from research can be integrated with
practical experience [22].
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 Systematic Mapping Studies which use the same basic methodol-
ogy as SLRs but aim to identify and classify all research related to a
broad software engineering topic rather than answering questions
about the relative merits of competing technologies that conven-
tional SLRs address. They are intended to provide an overview of a
topic area and identify whether there are sub-topics with sufficient
primary studies to conduct conventional SLRs and also to identify
sub-topics where more primary studies are needed [21].

The strength of evidence produced by ESE research depends largely
on the use of systematic, rigorous guidelines on how to conduct, and re-
port empirical results (see e.g., for experiments [47], for SLRs [18], for
mapping studies [34], for surveys [36], and for case studies [38]). One
of the most crucial parts of conducting an empirical study is the manage-
ment of threats to validity, i.e., possible aspects of the research design
that in some way compromise the credibility of results. Despite this cru-
cial role, we currently lack guidelines on how to identify, mitigate, and
categorize threats to validity in secondary studies; this is in contrast to
experiments, case studies and surveys, where mature guidelines exist.
Due to this reason, researchers either do not report threats to validity
for secondary studies, or report them in an ad hoc way (see Section 5).
Specifically, the most common issues found in practice, concern threats
to validity being:

« Completely missing from certain studies. Thus, such studies do not
provide any mitigation actions for them;

Incorrectly categorized. The same threat is classified in different
categories by different researchers (e.g., study selection bias is catego-
rized in some studies as threat to internal and in others as a threat to
conclusion validity. Also, in some cases threats are inefficiently cat-
egorized based on guidelines for other types of empirical research
(e.g., for experiments [45], or for case studies [38]), or under a cus-
tom categorization, which is not uniform. One possible reason for
this problem is the fact that threat categories are not orthogonal, es-
pecially in cases where they stem from different schools of thought
or guidelines (see Section 2.1). For example, reliability examines if
the results of a study depend highly on the involved researchers.
In turn, this relates to conclusion validity, in the sense that people
are prone to biases (e.g. due to previous experiences, preferences on
research, etc.);

Inconsistently named. The same threat is reported with a different
name by different researchers (e.g., the terms publication bias and
researcher bias are used for describing the same threats);
Inconsistently mitigated. The same threat is mitigated differently
by different researchers. Although this provides a variety of available
mitigation actions, some mitigation actions are ineffective and cause
confusion to readers who consider following them.

These issues, in turn lead to a difficulty in evaluating the validity
of the reported results and hinder a uniform comparison between sec-
ondary studies. In addition, the lack of guidance for mitigating threats
to validity, which could serve as a reference point, makes it more diffi-
cult to reuse mitigation strategies, as well as to consistently identify and
categorize both threats and mitigation actions.

To address this problem, we conducted a tertiary study (i.e., an SLR
on secondary studies), so as to retrieve and analyze how software en-
gineering secondary studies identify, categorize and mitigate threats to
validity. The objective of this tertiary study is: “to summarize secondary
studies that report threats to validity, with the aim of identifying: (a) the
frequency of reporting threats to validity over the years, (b) the most
common threats to validity and (c) the corresponding mitigation actions,
and (d) a possible classification schema of threats to validity”. The main
outcomes of the study are a classification schema for threats to validity
and a checklist that can be used while conducting/evaluating secondary
studies. The outcomes are expected to contribute towards establishing
a standard and consistent way of identifying, categorizing and miti-
gating threats to validity of secondary studies. In addition to that, in
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order to enrich the outcomes of this work we explored existing litera-
ture in two related research sub-fields: (a) secondary studies in medi-
cal science (i.e., the area from where the Evidence-Based paradigm has
emerged from), and (b) guidelines for conducting secondary studies.
Related studies from medical science and the guidelines for perform-
ing secondary studies has led to the identification of best practices in
secondary studies that can be applied as mitigation actions for minimiz-
ing of effects of a validity threat, enriching the provided checklist that
has been derived from the classification schema. Finally, acknowledging
the subjectivity in the qualitative nature of this work, we validated the
outcomes through a Delphi method based on the opinion of experts in
secondary studies and empirical studies in general. The Delphi method
was iterated in three rounds and provided preliminary evidence for the
merits of the classification schema and checklist.

We note that literature reviews have been performed long before the
advent of the terms ‘Systematic Mapping Study’ and ‘Systematic Liter-
ature Review’ and corresponding guidelines. We also acknowledge that
secondary studies can be performed without following the guidelines
of SMSs and SLRs (especially before the two terms become popular).
However, such non-systematic literature reviews have not reported (in
the vast majority of the cases) threats to their conclusions. Reporting
of threats became popular once specific guidelines were proposed and
adopted in the context of the EBSE paradigm. Thus, for a study aiming
at systematically analyzing the reported threats, we consider it proper
to focus on the studies that have adopted the corresponding guidelines.
For the rest of the study, when we refer to secondary studies, we refer
to Systematic Mapping Studies and Systematic Literature Reviews.

The rest of the paper is organized as follows: Section 2 presents re-
lated work, i.e., categories of threats to validity in other empirical meth-
ods; Section 3 presents our tertiary study protocol; Section 4 reports on
the results; and Section 5 discusses the proposed guidelines for identify-
ing, categorizing and mitigating threats to validity for secondary studies
in software engineering. In Section 6, we present the design and results
of our validation study, whereas in Sections 7 and 8 we present threats
to validity and conclude the paper.

2. Related work

The empirical software engineering literature points out the rele-
vance and importance of identifying and recording validity threats, as
an aspect of research quality [12,32] and [35]. According to Perry et al.
[32] the structure of an empirical study in SE should include a section
of threats to validity. This section should discuss the influences that
may limit the authors’ and readers’ ability to interpret or draw conclu-
sions from the study’s data. In addition, Jedlitschka et al. [17] suggest
that each controlled experiment in SE should have a subsection named
“Limitation of the study” where all threats that may have an impact on
the validity of results should be mentioned. Furthermore, Kitchenham
[22] has also underlined the importance of threats to validity, by high-
lighting that the implications of a validity threat should be addressed
and thoroughly discussed. Finally, Sjoberg et al. [42] emphasize the
scope of validity of the results of a SE study; the term ‘scope of va-
lidity’ is interpreted as the population of actors, technologies, activities,
software systems for which the results of a study are valid. The scope
of validity is considered to be crucial for producing general knowledge
synthesized by comparing and integrating results from different studies.

In this section we present related work, under three perspectives.
First, we present how threats to validity are categorized in the empiri-
cal software engineering field (see Section 2.1). Second, in Section 2.2,
we present studies that are related to the identification and reporting
of threats to validity in medical science. This can provide valuable in-
put for our work, since medical research is considered a more mature
field in secondary study design and execution and has already inspired
the guidelines for conducting secondary studies in software engineering.
Finally, in Section 2.3, we present the most common guidelines for per-
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Table 1
Categories of Threats to Validity in ESE Research.
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Conclusion validity: Originally called “statistical conclusion validity”, this aspect deals with the degree to which conclusions reached (e.g. about relationships between factors) are
reasonable within the data collected. Researcher bias, for example, can greatly impact conclusions reached and can be considered to be a threat to conclusion validity. Similarly,
statistical analysis may lead to weak results that can be interpreted in different ways according to the bias of the researcher. In either case the researcher may reach the wrong

conclusion [47].

Reliability: This aspect is concerned with to what extent the data and the analysis are dependent on the specific researchers. Example of this type of threat is the unclear coding of
collected data. If a researcher produces certain results, then, other researchers should be able to reproduce identical results following the same methodology of the study [38].
Internal validity: This aspect relates to the examination of causal relations. Internal validity examines whether an experimental treatment/condition makes a difference or not, and

whether there is evidence to support the claim [47].

Construct validity: Defines how effectively a test or experiment measures up to its claims. This aspect deals with whether or not the researcher measures what is intended to be

measured [47].

External validity: The concern of this aspect is whether the results can be generalized. During the analysis of this validity, the researcher attempts to see if findings of the study are
of relevance for others. In the case of quantitative research (experiments), this primarily relies on the chosen sample size. In contrast, case studies have normally a low sample size, so
the researcher has to try and analyze to what extent the findings can be related to other cases [47].

forming secondary studies in the software engineering domain, as they
can also provide input for our work.

2.1. Threats to validity in empirical software engineering

Threats to validity have been often categorized in the literature of
general research methods in different types. Initially, Cook and Camp-
bell [8]2 recorded four types of validity threats in quantitative experi-
mental analysis: statistical conclusion validity, internal validity, construct
validity of putative causes and effects and external validity. Concerning
qualitative research, Maxwell [29] provided a general categorization of
threats that can be mapped to Cook and Campbell’s categorization as fol-
lows: theoretical validity (construct validity), generalizability (internal, ex-
ternal validity), and interpretive validity (statistical conclusion validity).
An additional threat category, mentioned by Maxwell [29], is descriptive
validity, which is relevant only for qualitative studies. Descriptive valid-
ity reflects the accuracy and objectivity of the information gathered. For
example, when researchers collect statements from participants, threats
to validity can be related to the way that researchers recorded or tran-
scribed the statements. Other types of validity threats that are found
in literature are: reliability [38,51], transferability, credibility and con-
firmability [27], uncontrollability, and contingency [14].

In the empirical SE community there are two main schools on re-
porting threats to validity: (a) Wohlin et al. [47] who adopted Cook
and Campbell’s [8] categorization of validity threats and presented four
main types of threats to validity for quantitative research within soft-
ware engineering: conclusion, internal, construct, and external valid-
ity; and (b) Runeson et al. [38] who discussed four main types of va-
lidity threats for case studies within software engineering: reliability,
internal, construct, and external validity. The threats of Runeson et al.
[38] are similar to those of Wohlin et al. [47] with the exception of
reliability replacing conclusion validity.

Biffl et al. [4] argue that researchers should also consolidate actual
experimental research on a specific topic to complement existing generic
threats and guidelines when performing their research. The tradeoff be-
tween internal and external validity has been addressed by Siegmund
et al. [40], where the authors performed a survey and concluded that
externally valid papers are of greater practicality while internally valid
studies seem to be unrealistic. Additionally, the study examined the im-
pact of replication studies and found that although researchers realize
the necessity of such studies they are reluctant to conduct or review
them mainly due to the fact that there are no guidelines for performing
them [40]. A list of definitions of the union of the aforementioned cat-
egories of threats to validity (i.e. from [38] and [47]) are presented in
Table 1.

Petersen et al. [35] based on the categorizations of threats to validity
suggested by Maxwell, suggested a check list that can help researchers

2 Before publishing this paper (i.e., [8]), Cook and Campbell had published
an online chapter focused on Conclusion and Internal validity threats.
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identify the threats applicable to the type of research performed by re-
porting first their world-view and then the research method applied. A
secondary study attempting to assess the practices in reporting validity
threats in ESE [12] concluded that more than 20% of the studied papers
contain no discussion of validity threats and the ones that do discuss
validity threats on average contain 5.44 threats.

Regarding threats to validity for secondary studies in software engi-
neering, we have been able to identify only one related work. In partic-
ular, Zhou et al. [53] have performed a tertiary study on more than 300
secondary studies until 2015. The authors have identified 23 threats to
validity for secondary studies, and organize the consequences of these
studies into four categories: internal, external, conclusion, and construct
validity. To alleviate these threats the authors maps the threats and pos-
sible consequences to 24 mitigation strategies. This paper shares com-
mon goals with our study, however, ours is broader in the sense that: (a)
it covers a wider timeframe (until 2017 instead of middle of 2015); (b)
it focuses only on top-quality venues, which are expected to pay special
attention in the proper application of methodological guidelines, such
as the proper reporting of threats to validity, a fact that increases the
quality of the obtained data; and most importantly (c) our study answers
two additional RQs, providing a classification schema and a checklist for
identifying, mitigating, and reporting threats to validity. In addition to
this, as indirect related work (especially in terms of mitigation actions),
in Section 2.3 we present a review of guidelines on secondary studies in
software engineering.

2.2. Threats to validity in medical science

In this section we report on quality assessment strategies for sys-
tematic reviews from medical science literature. While there is no clas-
sification of threats to validity for secondary studies or corresponding
mitigation actions in medical research, these quality assessment strate-
gies can provide useful input for deriving such outcomes in the software
engineering domain. Particularly we identify a number of quality assess-
ment criteria based on the guidelines, the checklists and protocols found
in medical research literature. These quality assessment criteria are sub-
sequently classified into five categories, presented in Table 2, based on
the aspect that they address: (a) primary study selection process, (b)
validity of primary studies (c) data reliability, (d) research design and
(e) reporting process. An additional factor that affects the quality of
secondary studies is the level of detail and completeness of reporting.
The criteria in Table 2 will be exploited after the development of the
proposed classification schema. In particular, we check if the criteria in
Table 2 are included in the list of mitigation actions; if not we incorpo-
rate them in the proposed checklist, as best practices (see Section 5).

The methodological quality of experiments and reviews performed
in the medical domain was assessed by Downs et al. [10] who formed
a checklist consisting of 26 items/ questions for assessing the quality
of randomized and non-randomized healthcare studies. The main qual-
ity aspects captured in this checklist involved the Reporting stage, the
External Validity, the Internal Validity and the Selection Bias. Further-
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Table 2
Quality Assessment Criteria in Medical Studies.
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Primary study selection:
Was there duplicate study selection and data extraction? [31,39]
Was a comprehensive literature search performed? [7,30,31,39,43]
Was the status of publication (i.e. grey literature) used as an inclusion criterion? [39]
Have additional studies been identified? [52]
Assessing Validity of Primary Studies:
Were the eligibility criteria specified? [45]

Were statistical results and measures of variability presented for the primary outcome measures? [1,10,30,45]

Was the quality of the included studies assessed? [16,31,39,45,52]
Data reliability:
Was the likelihood of publication bias assessed? [11,37,39]
Were methods for data extraction and analysis evaluated? [10,30,31,39,52]
Was there any conflict of interest stated? [39]
Research Design:
Was an ’a priori’ design provided? [31,39,43]

Was the scientific quality of the included studies used appropriately in formulating conclusions? [39,43]
Is a database, containing the relevant data, available as a resource for intervention planners and researchers? [52]
Was other pertinent information identified to ensure study intervention’s applicability in settings and populations other than that studied by the investigators? [52]

Reporting Process:
Was a list of studies (included and excluded) provided? [31,39]
Were the characteristics of the included studies provided? [39,52]
Was the scientific quality of the included studies documented? [7,39]

more, the Prisma-P meta-analysis protocol for systematic reviews has
been proposed by Moher et al. [31] consisting of a checklist of 17 items
categorized into three main sections: Administrative information, Intro-
duction and Methods. The Administrative section represents mainly ini-
tial information on the authors, the funding and the title of the study,
the Introduction section includes details on the rationale and the ob-
jectives of the study while the Methods section specifies the informa-
tion sources, the study selection criteria, the search string and the data
analysis methods employed within the scope of the meta-analysis study.
Moreover, the medical domain uses the Cohraine database® (including
the Database of Abstracts of Reviews of Effects) [7] that contains more
than 15,000 abstracts of high quality reviews that are independently ap-
praised by two reviewers according to the following six criteria: report-
ing of inclusion/exclusion criteria, adequacy of search, data synthesis,
validity assessment of primary studies included and detailed presenta-
tion of individual studies referenced.

Shea et al. [39] developed an instrument to assess the methodolog-
ical quality of systematic reviews building upon previous tools, empir-
ical evidence and expert consensus. The tool was based on 11 compo-
nents that summarized and synthesized evidence from the initial quality
checklist that included 37 items. These items were subjected to principal
component analysis, and Varimax rotations. The validity of systematic
reviews is also assessed by Slocum et al. [43] who advise the researchers
of review studies to carefully define research questions and focus on
them, and to systematically search the literature, validate primary stud-
ies and document the search process so as to enable reproducibility.
Furthermore, publication bias is acknowledged as a significant problem
by Dwan et al. [11] as it produces outcome reporting bias, due to the fact
that positive results are easier to publish. In that case the authors ad-
vise the researchers to improve the reporting of trials (primary studies).
Publication bias is also addressed by Rothstein [37] who suggests the
use of funnel plots to detect it and the use of cumulative meta-analysis
to assess its impact.

Verhaegen et al. [45] adopted the Delphi technique, as a consen-
sus method, to identify quality criteria for selecting the primary studies
(referred to as Medical Clinical Trials) that participate in healthcare lit-
erature reviews. A three-round Delphi was performed where each partic-
ipant answered questions in the form of “Should this item be included
into the criteria list?” utilizing a 5-point Likert scale. The quality cri-

3 http://community.cochrane.org/editorial-and-publishing-policy-
resource/overview-cochrane-library-and-related-content/databases-included-
cochrane-library/database-abstracts-reviews-effects-dare
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teria derived from the final Delphi round are included in Table 2. We
note that we isolated the criteria that are not specialized in medical re-
search. In this context, blind assessment of clinical trial studies, treated
as primary studies in medical reviews, was proposed in [16]. The find-
ings of [16] suggest that blind assessments are reliable producing more
consistent scores compared to open assessments. Furthermore, a data
collection instrument for performing systematic reviews for disease pre-
ventions was proposed by Zaza et al. [52]. The authors concluded in
a six point assessment form. The content of the form was developed
by reviewing methodologies from other systematic reviews; reporting
standards established by major health and social science journals; the
evaluation, statistical and meta-analytic literature; and by soliciting ex-
pert opinion. Avellar et al. [1] scanned 19 reviews in the medical field
in order to examine the level to which external validity is addressed.
The results revealed that most studies lack statistical representativeness
in terms of the generalizability threat and focus only on factors likely
to increase the heterogeneity of primary studies and context [1]. With
respect to these results Avellar et al. [1] split external validity into three
aspects: generalizability (related to the number of studies reporting the
same result and the settings required to achieve a certain result), ap-
plicability (demographics of the population in which a certain result is
achieved) and feasibility (description of an intervention required to be
performed, in medical studies it is related to the dosage, the staff train-
ing, the cost).

2.3. Overview of guidelines for conducting secondary studies in software
engineering

In this section we present the most common guidelines for perform-
ing secondary studies in the software engineering domain, in an attempt
to consider relevant methodological problems and gain insights from
the reported advice and lessons learned. A summary of the guidelines
provided for conducting secondary studies in the software engineering
field is presented in Fig. 1. Similarly to the case of the quality assess-
ment criteria in medical studies, we intend to use these guidelines after
the development of the proposed classification schema. In particular,
we check if the practices reported in Fig. 1 are included in the list of
mitigation actions of the classification schema. Those that are not, will
be incorporated in the proposed checklist, as best practices.

The guidelines of Kitchenham et al. [18] are considered seminal for
performing Systematic Literature Reviews (SLRs) in software engineer-
ing. Three major stages for performing SLRs are suggested: Planning,
Conducting and Reporting, each of which including several mandatory
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Systematic
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process

—— Reporting

Conducting —
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Define the need Motivate the need and relevance [18], [24], [34]

Define objectives and questions [18],[24], [34]

— Planning Define the review protocol { Consult target audience to define questions [34]

Follow guidelines, advices [24]

Independent experts review protocol [24], [34]
Protocol review 4‘: Experienced researchers review protocol [18]
Do pilot review [24] Trial searches [18]
— Review of results [18]
Generate Search Strategy [18], [34]

Expert Consultation [18]

Identification Known Database search [15], [34]

r of Bibliography Management [18] Snowballing [34], [49]
PICO [34] Manual/ automatic search [15], [34
Research Consult experts [34] R
Document the Search [18] Iterative search [34]/2 phase search [15]
Keywords from papers [15], [34]
Develop the Search [34] Use standards [34]

Snowballing[49]
Pilot search [15]
Search in abstract/title/keywords [15]

Test Set [34]
Expert evaluation [34]
Evaluate search [34] Authors’ web pages [34]

L . Scan grey literature [15], [18]
L Publication Bias [18] Include conference proc. [18]
Search for unpublished work [18]

Study Selection Criteria [18] Avoid language based exclusion [18]

Blind review [18]
Study Define criteria [34]

selection Study Selection Maintain lists [18] Resolve disagreements [34]
Process [18] Multi-stage process [18] L_Decision rules[34]

- Sensititivity analysis [18]
Rellabllllty Of. ) Discuss disagreements [18], [34]
Inclusion Criteria [18] Assess Kappa statistic [18]

Stud .
Qualityy Quality thresholds [18],[41] CRD guidelines [7)18]
e guidelines [7],
Assessment Q_ua}llty_ instruments [18], [41] Internal/ external bias assessment [18]
Limitations of assessment [18]
o Use topic- independent schemas [34]
Data Extraction forms [18] Use topic-specific schemas [34]
Identify objective criteria [34]
Data Data Collection forms [18] 'C”"O'V‘a >2 researchers [18], [24]
- - heck inconsistencies[18]
Extraction X Resolve disagreements[18], [34]
Extraction procedure [18] Remove obscuring information [34]
Keywording using abstracts [33]
Handle publications on same data [18] — Remove duplicates
L Include quality information [18]
Handle missing data [18] Sensitivity analysis for data further manipulated [18]
Narrative synthesis [9], [18] , Meta-
~ Synthesis method [18], [41] ethnography [9]. Grounded theory [9],
Cross-case analysis [9], Thematic
. analysis/synthesis [9], Content analysis
Data Presentation of Results [18] [9], Case survey [9], Qualitative analysis
— — [9], Aggregated synthesis [9], Realist
Synthesis Sensitivity Analysis [18] synthesis [9], Qualitative, metasummary
[9], Qualitative metasynthesis [9]. [18],
Meta-study
Publication bias [18] ———— Funnel plots [18]
Report Structure —— Use specific structure [18]

eport rules [5]
r Inclusion/ exclusion criteria [5] Report rules application [5]
Report # of remaining papers [5]

Search process [5] Report search mechanism [5]
Report time period of search [5]
Peer Review ——

Quality assessment [5] ———— Report threats [34]

. Report checklist [5]
Report Synthesis method [5] 4‘: Report disagreements resolved [5]
Provide guidelines [41]

Report strength of evidence [5]
[ Oucomes [5] Use diagrams [34]

Fig. 1. Overview of guidelines for performing secondary studies.
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activities. A detailed and updated guide on performing systematic re-
views can be found in the study by Kitchenham et al. [25] where all the
stages and the corresponding activities are further analyzed. Similarly,
Petersen et al. [33] provided guidelines for performing SMSs in soft-
ware engineering, following a five-stage process that includes, research
question identification, conducting the search, screening of papers, key-
wording using abstracts, and data extraction and mapping. This process
of performing SMSs was updated by Petersen et al. [34].

According to Budgen et al. [5] the reporting process of secondary
studies is very crucial and should provide details about the inclu-
sion/exclusion criteria of primary studies, the search process adopted
for the retrieval of primary studies, the quality assessment of the re-
view process, the data synthesis methodology and the clear reporting
of outcomes. Similarly, Cruzes and Dyba [9] emphasized the data anal-
ysis stage, during the execution of secondary studies, providing a list
of data synthesis methods with the corresponding description. They
reached the conclusion that only 50% of the examined secondary stud-
ies performed data synthesis. Regarding the searching stage, Wohlin ex-
plored the snowballing approach as an alternative method for the pri-
mary study identification stage [49].

Among the most common problems related to secondary study re-
search, as identified by Kitchenham et al. [24], is the difficulty to per-
form complex automated searches in the digital libraries, the time and
effort required to complete the study, the definition of the research pro-
tocol and the quality assessment of the primary studies. Kitchenham
et al. [24] advise the authors of secondary studies to follow reported
guidelines (such as those discussed in Fig. 1), clearly define research
questions, validate externally the research protocol and work in pairs
so that one author extracts data and the other one performs checks. The
results of Wholin et al. [49] point out that snowballing can comple-
ment traditional database search method. Another problem regarding
the process of conducting secondary studies is that the majority of the
SLRs does not address the quality of primary studies and fail to provide
guidelines for practitioners [41]. Imtiaz et al. [15] analyzed the findings
of 116 secondary studies performed in the field of software engineering
and reported that the Search Strategy, the Online Databases and the
Planning and Data Extraction are among the most challenging phases of
SLRs.

3. Methodology

This section outlines the protocol used to perform this tertiary study.
The protocol consists of five activities [22], namely defining the research
objectives and questions, the search process (terms and resources), in-
clusion/exclusion criteria, data extraction strategy, and synthesis of the
extracted data.

3.1. Research objectives and research questions

To accomplish the goal of this study (see Section 1) we formulate
four research questions [3] as listed below:

RQ; : Does the number of secondary studies explicitly reporting the threats
to validity increase over the years, in the software engineering domain?

By answering this research question, we can find out if there is an in-
creasing awareness of software engineering researchers in reporting the
threats to validity of secondary studies. We expect that as the secondary
studies community becomes more mature, the frequency of reporting
threats to validity is increasing.

RQ,: What are the most common threats to validity reported by sec-
ondary studies?

RQ, is related to threats to validity themselves. Specifically, we aim
at gathering the most common threats to validity and compile a list
of distinct threats to validity. Currently threats to validity are not uni-
formly reported (i.e., the same threat to validity is reported with a dif-
ferent name by different researchers). Thus, such a list of threats to va-
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lidity can act as a checklist for authors while designing and conducting
secondary studies.

RQ3: What are the mitigation actions for the most common threats to
validity?

Answering this research question will extend the aforementioned list
with the most common ways of mitigating each threat. By browsing this
list, researchers will be able to select and apply one or more mitigation
actions that will ensure the validity of the planned secondary study.
Eventually, this will lead in an increase in the quality of the corpus of
secondary studies in the software engineering domain.

RQ,: What are the most common categorizations (e.g., internal, external,
reliability, construct, etc.) of threats to validity for secondary studies?

RQ, is related with understanding the nature and types of threats to
validity and enhance their reporting. We expect that the comprehensive
investigation of threats to validity that will be provided by this study
can lead to the development of a schema that can be reused in future
secondary studies. Eventually, this is expected to lead to a deeper un-
derstanding of the nature of each threat and their effect on the validity
of the results.

3.2. Search process

The search process aimed at identifying secondary studies that will
be considered as candidates for inclusion in our tertiary study. The
procedure consisted of an automated search into well-known digital li-
braries for publications in specific well-established journals and confer-
ences. The decision to proceed with investigating specific publication
venues rather than complete digital libraries means that the coverage
of this tertiary study will decrease. However, we preferred to restrict
our searching space to well-known journals and conferences so as to ob-
tain a representative sample as suggested by Wohlin et al. [48] and to
ensure a higher quality of the /included studies. This is also suggested
by Kitchenham et al.: targeted searches at carefully selected venues are
justified to omit low quality papers [23]. The proposed research ap-
proach, i.e., selecting specific publication venues has been applied in
other systematic secondary studies in the field of software engineering
(e.g., [6,13,19], etc.), including other tertiary studies (e.g., [20,41,46]).

In addition to selecting only high-quality venues of software engi-
neering research, we have selected to explore only general software en-
gineering venues, and not venues related to software engineering phases
(architecture, maintenance, validation and verification, etc.) or applica-
tion domains (embedded systems, multimedia applications, etc.), so as
to reduce bias by the possible maturity of specific communities. Overall,
the criteria that were considered while selecting the publication venues
are the following:

» We only included venues which are classified “Computer Software”
by the Australian Research Council and evaluated higher than or
equal to level “B” (for journals) and “A” (for conferences). We con-
sider “Computer Software” because this category includes, among
others, the publication venues related to software engineering. Re-
garding journals, we included “B” because rankings of scientific
venues are usually not conclusive and vary between ranking sys-
tems. The decision to not include “B” level conferences was taken
for two reasons: (a) the number of venues would increase substan-
tially by including “B” class conferences as well and (b) in principal
journal publications undergo a more rigorous review process than
non-top conferences. Therefore, we opted for the inclusion of only
“B” class journals and not conferences.

Searched venues had to be strictly from the software engineer-
ing (SE) domain. The category “Computer Software” also contains
venues that do not focus on software engineering. Other venues of
very high quality and with a high ranking and a large field rating
(such as Communications of the ACM) are excluded since we are only
interested in software engineering research; practices from other dis-
ciplines might not be applicable in SE.
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» We used the Field Rating of venues provided by Microsoft Academic
Research* as the final criterion for venue quality. More specifically,
we exclude venues that do not have a field rating value. Field rating
is similar to h-index, since it considers the number of publications
and the distribution of citations to them. Field rating only calculates
publications and citations within a specific field and shows the im-
pact of the scholar or journal within that specific field. Field rating is
to the best of our knowledge the only source where you can extract
the same venue quality measures for both journals and conferences.®
Other measures, such as impact factor or acceptance rates have not
been taken into account since they are not uniform across journals
and conferences. Furthermore, impact factors and acceptance rates
are not available from one common source for all venues but would
need to be gathered from different sources, causing threats to the
reliability of the study.

The outcome of this process led to the inclusion of the publication
venues presented in Appendix C. The results of this selection process,
in terms of journals are identical to those of Wong et al. who use the
same seven journals for assessing top software engineering scholars and
institutions [50]. Concerning conferences, the results are in general in
accordance to those of Cai and Card [6], by taking into account that we
have excluded conferences specific to development phases. The differ-
ence is on the substitution of the Annual Computer Software and Ap-
plication Conference (COMPSAC) with the International Conference on
Software Process (ICSP). COMPSAC is not rated from the Australian Re-
search Council, with an “A” ranking and therefore it was not included
in the considered publication venue set. In addition to these publica-
tion venues, we have updated our venue selection strategy so as not to
only target venues that pass the aforementioned criteria, but also well-
established venues that relate to the context of the study (i.e., empirical
software engineering). The employed search strategy is already adopted
by several secondary studies in software engineering (see [S165]. Thus,
we have included Evaluation and Assessment in Software Engineering
(EASE) in our searching scope although it failed one criterion (the Field
Rating), since we deem it very important in empirical software engi-
neering research. We note that since the focus of the search process is
on high-quality studies, all our finding primarily refer and are applicable
to high-quality research.

Finally, we only considered the title of the articles, since we aimed
at identifying studies that are explicitly aware of the terms literature re-
view and mapping study and categorize themselves as such. Therefore,
we queried the digital libraries search engines using the following terms:
“survey”, “literature review”, “mapping study”, “mapping studies”, “sys-
tematic review”, “systematic mapping”, and “meta-analysis”. The term
“survey” has been included in the search strategy, since it was the most
established unofficial term for literature reviews, before the introduc-
tion of the specific terminology. In the secondary literature one can
identify search strategies that either target papers’ full-text/abstracts
[S11, [5], or just the titles of studies [S2], [9]. In the most common
case searches that target full-text or abstract are used for narrower re-
search areas that are content-specific, whereas broader topics, similar to
our study are more targeted. Additionally, although we acknowledge the
fact that some high-quality studies might omit the research method (i.e.,
literature review or mapping study) from the title of the publication, we
believe that this number is rather limited. By manually cross-checking
the reference list of a recent tertiary study, we have identified that only
5.5% of studies is missing the research methodology from the title. Fur-
thermore, according to the most common guidelines for performing sec-
ondary studies, it is highly recommended to use this terminology in the

4 http://academic.research.microsoft.com/

5 Google Scholar also provides some related data, but only for 20 venues of
the Software Systems category. Therefore, we were not able to extract the data
for all candidate venues.

207

Information and Software Technology 106 (2019) 201-230

study’s title [18]. Finally, we note that our search string is in complete
accordance with a similar tertiary study with a similar objective [5].

As a gold standard for validating our search process we manu-
ally cross-checked the reference list of a recent tertiary study (Bud-
gen et al. [5]) and concluded that only 5.5% of studies is missing
the research methodology from the title. Additionally we examined
the set of secondary studies identified in previous tertiary studies, that
were published prior to 2014, in the domain of software engineering
[2,9,15,19,20,28] and [41]. In particular, we went through all the sec-
ondary studies of the aforementioned tertiary studies, and for those that
have been published in the selected venues, we checked if they are part
of our secondary study dataset. By following this process, we validated
our search process since all papers analyzed in the eight tertiary stud-
ies, have been retrieved. We note that this cross-checking included only
papers published in journals and conferences that were included in our
search process. The article searching process has been performed so as
to include all papers published (not accepted for publication) until the
end of 2016, i.e., all conferences until the 2016 edition and all journals
until December 2016.

3.3. Article filtering phases

The candidate articles that were identified, through the search pro-
cess described in Section 3.2, underwent an initial exclusion phase, in
which we only inspected the abstract. In this phase, all articles that have
not been confirmed as Systematic Mapping Studies (SMSs) or Systematic
Literature Reviews (SLRs) were excluded. The most common reason for
exclusion during this stage was the double meaning of the term “sur-
vey” in software engineering bibliography, e.g., “surveying a population
through questionnaires” [36] instead of “surveying the literature” [18].

During the second inclusion/exclusion iteration, we scanned the full-
text of the remaining articles and compared them against the following
pre-determined criteria:

* Inclusion criteria:

O Study explicitly discusses threats to validity, in a dedicated para-
graph that may appear either in a separate section, or as part of
discussion, methodology, etc.

+ Exclusion criteria:

O Study is not a Systematic Mapping Study or Systematic Literature
Review. This criterion excluded from the analysis exploratory
field studies that have been retrieved through the term “sur-
vey” within their title, but refer to the measurement of subjects
through questionnaires. Therefore these studies do not include
any meta-analysis of primary studies and cannot be considered
literature reviews or mapping studies.

Study does not describe its own threats to validity, but only of
the primary studies.

@)

The set of studies included through this selection process constitute
the list of secondary studies investigated in this tertiary study. The list
of these references is presented in Appendix A, by providing each study
with a unique identifier, used for the rest of the study. A summary of the
total and final number of secondary studies retrieved from each venue
is provided in Table 3. The article filterin