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Abstract

The DiffServ architecture provides a scalable meigm for QoS introduction in an IP
network. The idea of DiffServ is based on the agatien of traffic flows at an ingress (or
egress) point of a network and the IP packet mgrfon distinct priority flows, according
to several classification criteria. In this pages problem of the improvement and fairness
of absolute QoS provisioning to paths establishedgaa DiffServ network on a per
router basis is considered. Specifically, the dyieaservice rate reconfiguration problem
of a router’s output link is formally defined, mathatically formulated and solved by
means of efficient heuristic algorithms, providipgod solutions in reasonable time. Two
versions of the problem are addressed. First, dinmzh version, which exploits the
available resources of service classes in ordemfwove QoS characteristics of the
problematic flows. Second, an extended versionhef problem, in which the strict
constraints of the lower classes are relaxed irerotd strictly meet the absolute QoS
requirements of the higher order service classes.
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Service Rate Reconfiguration, 0-1 Linear Prograngmin
1 INTRODUCTION

Service differentiation is considered to be of cagtmimportance for QoS provisioning in
IP networks, required in order to effectively anfficeently support and manage the

multitude of applications, the highly variable cestion requirements posed by Internet



users and the statistical in general nature ofgeeerated traffic, which the last years is
presenting an exponential increase. The researoimeoaity has concentrated on two
different techniques for provision of QoS differiatibn to customers of packet switched
networks. First, the Integrated Services (IntS¢iy)2] and the Differentiated Services
(DiffServ) [3][4][5] approach. The major differencbetween IntServ and Diffserv
architecture is the granularity of service diffaration. The IntServ concept lies in
resource reservation notion per application flovhilevin DiffServ model IP traffic is
classified into finite, predefined service clasadth different levels of QoS (on the basis
of the demand requirements and characteristicsy¢icaive different routing treatment in
accordance with the Per Hop Behaviors (PHBs) can€gfiServ achieves scalability and
manageability through QoS provision per traffic mggte and not per application flow,
while on the other hand IntServ approach facesnpialescalability problems since all

routers must maintain per flow state.

Two directions exist in the DiffServ architectutiee relative and the absolute. In absolute
DiffServ [6] architecture, strict QoS parameters defined for each service class. An
admission control scheme is used [7] to provide Qu&rantees as absolute bounds of
specific QoS parameters such as bandwidth, packesfer delay, packet loss rate, or
packet delay variation (jitter). For any acceptegligation the appropriate resources are
reserved and the level of performance of its conmeds assured. The relative DiffServ
model [8][9] provides QoS guarantees per serviasscin reference to guarantees given to
other classes. The only assurance from the netwotlkat higher classes receive better
service treatment than lower classes. Proposalsrdiative per class DiffServ QoS
provision define service differentiation qualitaly [10][11] in terms that higher classes
receive lower delays and losses from lower cladkefative service differentiation is a

simple and easy deployed approach compared towbsdrvice differentiation.

In absolute DiffServ, link sharing schedulers (eVijeighted Fair Queueing [12]) are used
in the network infrastructure to provide guarante€€oS values. Different bandwidth
proportions are allocated to each service clasterdntiating thus QoS provision. Most
current implementations adjust service rates emoh hew requests are made, while the

bandwidth portions are in general left static atidmission control, regardless of the



traffic dynamics [13]. However, taking into accouhe fact that most admission control
schemes [14][15][16] consider average traffic afivate, in conjunction with the non
static in general source’s behaviour, congestidikety to emerge particularly on the core
network routers, constituting thus the aforemermtbaspect inflexible, not scalable and
often impractical. Some methods proposed (e.ggestion control schemes) are adaptive
in the sense of alleviating congestion in the netwwhen detected, without however

taking directly into consideration any feedbackhwigspect to the QoS violation.

Considering the case of a high service class oaéimg (e.g., such may be the case of
simultaneous activation of many applications ofighhrated service class), worse packet
forwarding may emerge with respect to the lowewiser classes. Additionally, at the
same time no more applications/users could be seteép those classes. This would be a
case ofinconsistent or unpredictable service class differentiation. The above scenarios
belong to the case where one (or more) servicesesastilise their allocated portion of
bandwidth. Thus, an incremental differentiationaaosource’s traffic arrival rate or a
request for a new application flow contributingthis (those) service class(es), exceeds
the bandwidth reserved and thus, the extra gerktattic cannot be accommodated. In
such a case, a dynamic service rate reconfiguraareme of routers output link is
required in order to provide the best QoS possi#e flow, maximizing as well the
utilization of the network. Consequently, assuntimgt users and applications cannot get
the requested absolute service level assuranch, au@n end-to-end delay bound or
throughput due to network resources insufficienttys paper proposes a consistent
service differentiation provision on output linké aore routers, so that the QoS levels

required are satisfied.

Most methods proposed for dynamic bandwidth allocatutiize WFQ scheduler
variances adjusting properly weights correspondimghe classes served taking into
account traffic condition indicators, particularjettives and frequency of updates (e.g.,
packet arrival rate, queue length/buffer occupardslay measured, traffic patterns).
Examples of such work include [17][18][19][20][22R][23], while in [13] reinforcement
learning is exploited in order to provide a solatto the bandwidth provisioning optimal

control problem.



In the context of this paper, the problem of th@iovement and fairness alisolute QoS

provisioning in paths established along a DiffSeetwork is considered from one of the
possible theoretical perspectives. Specificallg, service rate reconfiguration problem of
a router’s output link is formally defined, matheroally formulated and solved by means
of efficient heuristic algorithms, providing gooalgtions in reasonable time. In the
current version of our study, service differentatiis defined in terms of local packet
delays per service class and is provided througtamyc service rate reconfiguration on
each output link of the router(s) along the respeqbath. This consideration is based on

the fact thatpi path’s delay service clads packets are experiencing, which covers from
an ingress to an egress node, is boundeB py. In essence, this parameter is the sum of

the worst case local delays suffered by servicesdtapackets at each router’s output link

along thepi path.

Two versions of the problem are addressed. Firsgrdined version, which exploits the
available resources of service classes in ordemmove QoS characteristics of the
problematic flows. Preliminary results of this medhare presented in [24]. In the
extended version of the problem, we consider ahitature, where each service class
besides the absolute QoS parameters, is assigtiec welative importance factor, which
in fact forms the basis of our extended service ratonfiguration scheme. Specifically,
in the extended version is considered of outmogtomance to strictly meet the QoS
parameters of the higher order service classesresipect to the lower ones. In order to
accomplish this task the strict QoS constraintshef service classes rated less than the
one(s) presenting the problem at a specific tinstaimce during its(their) lifetime are
relaxed and portion of their resources is allocatedthat traffic of the higher rated

problematic service classes is accommodated.

The paper is organised as follows. In section Zpranal model of the service rate
reconfiguration problem (both confined and extendedsion) is concisely defined.
Section 3 presents a mathematical formulation @fs#rvice rate reconfiguration problem,
while in Section 4, the problem is solved by meahs heuristic algorithm. As a first
phase the service rate reconfiguration problemmgtte to meet, for each service class, its
absolute QoS constraints. As a second phase, & tbasabsolute QoS characteristics



have not been met, the strict constraints of tieefaated service classes are relaxed, in
order to gain the absolute QoS of the higher ratgdlice class, which in essence covers
the extended version of the problem. In Sectiora Set of results, indicative of the
performance of our proposed reconfiguration sché&ngresented. Finally, concluding

remarks are made.
2 FORMAL PROBLEM STATEMENT

In the framework of the Absolute DiffServ Architaok, we assume the existence Mf

service classes. The set of service classes igateby SC and for each service class

N
(i € C), the service rate assigned tosigi) . It holds thatZsr(i) =B, whereB is the

i=1
bandwidth budget of the link. The QoS characteristinsidered in the context of this

paper is the average packet delay of service dlagises SC). Let's, d (i) denote the

absolute QoS constraint regarding queuing delagpfice class packets.

Each service class is associated with a relative importance factenaled asRF (i),

that in essence rates service clags reference with the serving priority attributiedt. A

fundamental assumption at this point is that theartance factoRF (i) for service class

i may be defined by network operators, along withlihk sharing hierarchy, the amount
of bandwidth assigned to each service class andalselute QoS parameters. In our

study, parameteRF (i) assumes higher values for higher order classesea®nsider of

outmost importance to best serve these servicsedawith respect to the lower rated
ones. Furthermore, we assume the existence of &aring module, which informs us in

case of QoS violation for service clasgi € SC). P denotes the set of service classes
that at time instancd present a delay related QoS violation. Assumirat th(i,t)
represents the packet delay of service cliassg time t, the following equation holds
P={i e SC|d(i,t) >di)}.

In the specific framework considered, the effectaoly delay related QoS violation is

minimised by utilising service class(e$) (j € SC) resources. In essencesaavice rate

reconfiguration scheme will be adopted in order to succeed in bringing best possible



QoS for the service classes. Two versions of thacgerate reconfiguration problem will
be formally defined and solved. The first omenfined version) assumes strict absolute
QoS for all service classes. Thus, the delay r@lg@eS constraint of the service classes
not presenting a violation at time instanteshould be preserved after applying the
reconfiguration scheme, while the QoS charactessif the rest service classes should be
improved. Theextended service rate reconfiguration scheme addressed in the context of
this paper, assumes a hybrid (bearing resemblamcboth Absolute and Relative)
DiffServ architecture and relaxes the absolute Qu$straints of the lower-order service
classes in order to satisfy the strict absolute Qui&straints of the higher order service

classes.

Let's C represent the set of candidate service classeallfarating a portion of their
resources to service classes belongin@ teet. In the confined version of the service rate
reconfiguration problem, the s€& may be constituted by service classes, whichna ti
instance t comprise available resources, that could be asdigio service class
j,(j € P). Thus,C ={i e C[d(i,t) <dy(i)}. In the extended version of the service rate
reconfiguration problem, for each service clgsqj € P), the set of candidate service
classes comprises additionally, all the lower ratediice classes (i € SC) with respect

to service classj. Thus, C, ={ie SC|d(i,t) <d,(t)} u{i e SC|RF(i) < RF( )},

jeP.

Service class, i € SC may in general be associated with two cost factfy§) and

cf, (i), expressing the cost of providing part of avagahhd not available resources to a
service classj, je P, respectively. In essence, the second cost factofi) is
introduced in the extended version of the senate reconfiguration problem. These cost
factors may be related to specific characterigifcservice class (i.e., importance factor
RF(i), historical data regarding QoS provisioning praide that service class
experienced in the past). In our study, for thesdeination of these cost factors, the
importance factorRF (i) of service class is taken into account. Specifically, for lower
rated classes, the cost factors are considerethpose an insignificant burden, since

higher rated service classes are attributed wigheri serving priority. Moreover, the cost



of utilising available resources is considerediafivo the cost of relaxing the absolute

QoS constraints of a service class.

Let's A, denote the set of service classes that assigiopat their resources to service

classj (jeP) and p(i,j), 0< p(,j) <1 denote the service rate portion that service
class 1 allocates to service class | ieC,jeP). Therefore,

A ={(,p)[1eC(C)) & p(i, ) >0}, jeP.

The objective of the service rate reconfiguratioabem, in case of delay related QoS

violation, is to find a new service rate configuwvat SRC(t) ={sr (i) |i € SC} on the basis
of the aforementioned allocatioA={A, | j € P}, i.e., a configuration of service rates

sr(i) to service classes € SC, which should maximise an objective function
f (SRC(t)), that is associated with the overall packet deédgted QoS characteristics of

service classes at time instante Among the terms of this function there can be the
overall anticipated QoS improvement with respedht problematic service classes that
results from the new service rate configuration avidch may be expressed by the

function b,(SRC(t)) and the cost associated with the provision ofritee service rate

configuration which is expressed by the functm(SRC(t . ))

The constraints of our problem are the followingst: all resources of each service class

should be allocated to itself and to service classg, (jeP). Therefore,

> p(i,j)=1 VieC(C,). Second, the delay constraints of each of thepmohlematic
jeP i}

service classes should be preserved. More spabificservice classi, (i € C(C,))

should not allocate more resources than requirextder to satisfy its own delay related
QoS constraints. In case the extended versioneo$éhvice rate reconfiguration problem
Is considered, this constraint will be relaxed milay to succeed in meeting the strict
absolute QoS constraints of the higher order serclasses with respect to the lower
order classes. In such a case, the requirementigoseach service class is changed to

preservation of a minimum service rate. Thergj) =0, Vie SC.



The confined version of overall problem can be falfynstated as follows.
Problem 1. [ Service Rate Reconfiguration Problem-Confined Version]. Given:
(a) The set of service classéx,

(b) The set of candidate service classedor allocating portion of their resources

to service clasg, (Vj € P),

(c) the importance factoiRF (i) and the cost factocf, i @ssociated with each

service class$,

(d) the service rater (i) already attributed to service clasat time instance,

pre

(e) the absolute delay related QoS constraini fdrjeach service clads

() the packet delay . i ( gncountered by service clasat time instance,

pre

find the best service rate configuration patterrsoamted with the allocation

A={A|jeP}, ie., assignment of service rates to servicesem§RC(t), that
optimises an objective functioi(SRC(t)) that is related to the overall anticipated QoS
improvementb,(SRC {( )) with respect to the problematic service classe&lwhesults
from the new service rate configuration and thet ap$SRC(t)) associated with the
provision of the new service rate configurationd@nthe constraintsl . (i,t) <d i ()
VieC, whered (i) is the packet delay service clasgs encountering after the service

rate reconfiguration and that all resources shbaldssigned to a service class.

After introducing the extensions described abolve extended version of overall problem

can be formally stated as follows.
Problem 2: [ Service Rate Reconfiguration Problem - Extended Version] . Given:

(a) The set of service class&g,



(b) The sets of candidate service clas€edor allocating portion of their resources

to service clasg, (Vj € P),
(c) the importance factoRF (i) associated with each service class
(d) the cost factorsf, i ( andcf, (i) associated with each service class

(e) the service rater (i) attributed to service clagsat time instance,

pre

(f) the absolute delay related QoS constraipti fdrjeach service class

(g) the packet delayl . i ( #ncountered by service claissait time instance,

pre

find the best service rate configuration patterrsoamted with the allocation

A={A |jeP}, ie., assignment of service rates to servicesetiasSRC(t), that
optimises an objective functiofi(SRC(t)) that is related to the overall anticipated QoS
improvementb,(SRC t( )) with respect to the problematic service classe&lwhesults
from the new service rate configuration and thet ap$SRC(t)) associated with the

provision of the new service rate configuration, den the constraints

.« () # 0, Vi e SC, and that all resources should be assigned tovacselass.

The above general problem versions are open toowarsolution methods. Their
generality partly lies in the fact that the objeetand the constraint functions are open to
alternate implementations. The problem statememtbeadistinguished from the specific

solution approach adopted in the next subsection.
3 OPTIMAL FORMULATION

In this sub-section the problems above are forradlaas a 0-1 linear programming
[25][26]. The experimentation and comparison withportant alternate formulation
approaches is a stand-alone issue for future stadgrder to describe the configuration

SRC(t) of service rates to service classes, the decigoiables x(, j, p; )(i € C(C,),



j € P, p; €[01]), which take the value 1(0) depending on whetherdervice class-

assigns (does not assign) to service clpsg- portion of its resources, are introduced.
Additionally, the decision variableg /(i) assume the value 1(0), depending on whether
service class- presents (does not present) a delay related Qoftion. Thus,
w(i)=10) if ie(g)P. The problem of obtaining the most appropriatefigomation
SRC(t) according to the confined version may be obtaimededuction to the following

optimisation problem.
Problem 1: [ Service Rate Reconfiguration Problem - Confined Version].
Maximise:

f(t, SRC(t) = D.[d,.o() —d o (D] RE ) -9 (i) = D [d o () = d o ()] -, () L= (i)

ieSC ieSC
, Vie SC 1)

whered () d,.() is the packet delay encountered by service cdasSC at time

instancet, after/before applying the service rate reconfijon scheme, respectively. In

essence, the (i), d (i) parameters are dependent on the load of the qpfeaszvice

pre

classi at time instance, q(i), and the service rate allocated to service dass, (i)

andsr__ () respectively.

pre

subject to D> opy-x(.j,py) =1 , VieC 2)
jeP i}
doos (1) < d, () ., VieC (3)
SRC(t) = {5700 () i € SCf 4)

For the parametesr__ i (, fhe following equation holds:

post

10



i) [L= D Py - x(, j, )], w(i)=0

jeP

os (1) = . . L ,VieSC (5
Srp (I) Srpre(|)+z pji 'X(J!|1 pji)'srpre(J)! l//(l) =1 < ( )
B, (SRC()) = Y[0lyl() ~ dyes ()] RE () - i) ©)
Co(SRC (1)) = D [d yoq (1) = d e ()] - f, () - -y (1)) (1)

Relation (1) expresses the objective of finding best assignment of service rates to
service classes that maximises the objective fanctvhich is associated with the overall
delay related QoS characteristics of the serviessels. In other words, relation (1)
expresses the satisfaction stemming from the ingn@nt of the quality of the service
classes belonging to sd®, b (SRC(t))-relation (6), as well as the cos{(SRCt ())
relation (7), stemming from the deterioration oé thuality of the service classes that
assign portion of their resources to other sergiasses. Relations (4) and (5) express the
new configuration scheme regarding service rateseéixh service class (i € C).
Constraints (2) guarantee that each service dlafis= C) will assign all its resources.
Constraints (3) guarantee that the delay relatel @mracteristic of the service classes

i e C will not present any violation after the reconfigtion, thus their absolute QoS

requirements will be met.

For the extended version of the service rate regordtion problem, the decision

variables z(i), Vi e SC are introduced, which assume the value 1(0) depgndn
whether for the service classthe delay related QoS absolute constraints aee r{at)
relaxed. The problem of obtaining the most appalprbonfigurationSRC(t) according

to the extended version may be obtained by redudiiothe following optimisation

problem.
Problem 2: [ Service Rate Reconfiguration Problem - Extended Version] .

Maximise:

11



f(t, SRC(t)) = D_[d,.(i) — d e ()] RF () - (i)

= D10 () = d (O] F, () Q= (0) - @ 2(0)
= D[ (1) — g (0] - f, ) - 261) ViesC

where, as in the confined version of the probleiy, (i), d

pre

encountered by service clase SC at time instance, after/before applying the service

rate reconfiguration scheme, respectively.

subject to D> opy - x(.j.py) =1 VieC,
jeP i}
S (i) % 0 Vie SC

SRC(t) = {570 () i € SC}

For the parametesr , i (, the following equation holds:

i) [L- D Py (0, j, )], w(i)=0

jeP

Srpre(i)+z pji ’ X(j,i, pji)' Srpre (J)! l//(l) =1

jeC

s (i) = VieSC

bc(S?C(t)) = Z[dpre(i) - dpost(i)] - RF (I) ’ l//(l)

Co(SRC(1)) = D [d yoq (1) — Ao (D] - f, () (L (D)) - (- 2(D))

+ > [ (D) = dg (D] -f () - 2 ()

ieSC

Relation (8) expresses the objective of finding best assignment of service rates to
service classes that maximises the cost functibichwis associated with the overall delay
related QoS characteristics of the service clag®ekation (13) expresses the satisfaction
stemming from the improvement of the quality of #svice classes belonging in the set

P, b.(SRC(t)), while relation (14), provides the cost(SRC(t)) illustrating in essence

12

(8)

(i) is the packet delay

9)

(10)

(11)

(12)

(13)

(14)



the deterioration of the quality of the servicesskes that assign portion of their resources

to other service classes. As anticipated, the femsor cf (i) is contributing to the cost
C.(SRC(t)), in case the absolute QoS constraints of sernfassc are relaxed. Relations

(11) and (12) express again the new configuratahreisie regarding service rates for each

service class (i € SC). Constraints (9) guarantee that each service ¢lgse SC) will

assign all its resources, as was the case in tifened version of the problem. Constraints
(10) guarantee that the service rate of the seml@®esi (i € SC) will not ever obtain

zero value.
4 COMPUTATIONALLY EFFICIENT SOLUTIONS

This section discusses computationally efficiedtitsons for the problem of service rate
reconfiguration that is addressed in this papergeéneral, there may be a significant
amount of computations associated with the optsoalition of problems 1 and 2. In this
respect, the design of computationally efficiergoaithms that may provide good (near-
optimal) solutions in reasonable time is requir€thssical methods in this respect are
simulated annealing [27][28], taboo search [29][3fnetic algorithms [31][32][33][34],

greedy algorithms etc. Hybrid or user defined hstiertechniques may also be devised.

In case the size of the problem instance (the semlasses presenting delay related QoS
violation and the candidate service classes foigaisgy part of their resources) is not
prohibitively large, a solution method can be thauxstively search the solution space.
Otherwise, the response time of the exhaustive ckeas impractical and the

reconfiguration of the network cannot be completean efficient and quick manner.

The algorithm adopted in this paper for the solutdd the service rate reconfiguration
problem (both the confined and the extended version) waekollows: As a first phase,
the algorithm attempts to find a solution meetihg aibsolute QoS constraints for each
service class. To this respect, the available mresswf each service class are exploited in
order to improve the QoS characteristics of theiserclasses presenting a QoS constraint
violation. In case a solution at this phase (whitlkessence forms thenfined version of

the problem) is not feasible, the algorithm movées aecond phase, where the strict
constraints of the lower rated service classesraéexed in order to gain the absolute

13



constraints of the higher rated service classedcfwin essence covers tlestended
version of the service rate reconfiguration problem). Tdferementioned approach is
illustrated graphically in Figure 1. At this poiittshould be noted that the core of the
service rate reallocation procedure for the confired the extended version of the
service rate reconfiguration proble®idgp 4 andStep 6 of Figure 1, respectively) follows
the ssimulated annealing technique and its description is provided in the following

subsection.
41 ALGORITHM BASED ON SIMULATED ANNEALING

Annealing is the physical process in which a ctyistaooled from the liquid to the solid

state. Careful cooling brings the crystal in thenimum energy state. In analogy, a
simulated annealing algorithm considers each swiubf the optimisation problem as a
state, the cost of each solution as the energhettate, and the optimal solution as the

minimum energy state.

During each phase of an algorithm that is basethersimulated annealing paradigm, a
new solution is generated by minimally altering th@rently best solution (in other
words, the new solution is chosen among thosedtetneighbouring” to the currently
best one). If the new solution improves the objectunction value (i.e., the difference
between the objective function value of the old #relinew solutionAc, is negative) the

new solution becomes the currently best solutiariut®ns that decrease the objective

function value may also be accepted with probqbdﬁm”) (Metropolis criterion). This

is @ mechanism that assists in escaping from lopaima. CT is a control parameter,
which may be perceived as the physical analogoutheftemperature in the physical
process. The algorithm ends when eitl@T =0 (temperature reaches 0) or when a

significant number of moves have been made withoptoving the cost function.

The development of a simulated annealing-basededtose means that the following
aspects have to be addressed: configuration spaxst, function “neighbourhood”
structure and cooling schedule (i.e., manner inclwithe temperature will be reduced).

The configuration space is the set of feasible tgwlg X(i,j,p”.), where w(j) =1,

14



(jeP) andy(i)=0, (ieC(C))), that satisfy the constraints (2)-(8). The costcfion

is the one introduced by relation (1).

The neighbourhood structure of a solution is preduby reallocating portion of service

class i resources(i € C(C; ))from its current service clasg,(jeP) to another

randomly chosen (higher or lower) service clgss(j'e P). The cooling schedule may

be calculated according td =r-T, where T is the temperature and is usually a

number that ranges from 0.95 to 0.99.
The simulated annealing-based algorithm may beritbestas follows.
Basic Smulated Annealing Algorithm.

Sep 0. Initialisation. Get an initial solutionlS, and an initial temperature valde. The
currently best solution@BS) is IS, i.e., CBS=1S, and the current temperature
value CT)isT,ie,CT=T.

Sep 1.1f CT =0, or if the stop criterion is satisfied, the prdoee ends and a transition to

step 6 is performed.
Sep 2. A new solution (S) that is neighbouring t&€BS is found.

Sep 3. The difference of the costs of the two solutioB8S and NS is found, i.e., the
quantity Ac= C(CBS) — C(NS) is computed.

Sep4.If Ac<0 then the new solution becomes the currently bedation, i.e.,
CBS= NS. Otherwise, if Ac>0, then if e*’") > rand[01), the new solution

becomes the currently best solution, i@S= NS.

Sep 5. The cooling schedule is applied, in order to wlalie the new current temperature

value CT , and a transition tetep 1 is performed.

Sep 6. End.

15



There are various alternatives for realising tlog siriterion mentioned in step 1. In our
version, the algorithm stops when no improvementhim objective function has been
achieved after a given number of temperature deesedin other words consecutive
moves or alterations of the currently best solyti?veighbouring solutions (step 2) are
selected randomly among all the neighbouring ofidiseocurrently best solution, with the
same probability for all neighbours.

5 RESULTS

In general, the scope of our paper is to augmenitbS management framework in IP
networks. More specifically, the contribution ofighpaper lies in the definition,
mathematical formulation and optimal as well as potationally efficient solution of the
two versions of the service rate reconfigurationbpem that should be solved in the
context of the IP network QoS management.

In this section, some indicative results are predlidn order to assess the proposed
software framework, which allows for QoS charastécs improvement of the
problematic flows in IP networks. The results giveam at the provision of indicative
evidence of the efficiency and the effectiveness tbé proposed service rate
reconfiguration schemes (both the confined anceitended version). Following two sets
of experiments will be used for demonstrating thesgects. The first experiment entails
the simplest possible case, as it comprises oné ronter. This consideration will be
changed in the second set of experiments. Nevess$gein the first experiment it enables
the acquisition of an initial set of indicative wéts that show the behaviour of our
schemes. In order to test the performance of tbeqgsed framework of this paper we
used NS2 network simulator [35] developed by Natidderkley Labs as the simulation
platform, enhanced with a novel algorithm followitige simulating annealing technique

which realises the service rate reconfiguratioresa presented in this study.

The schemes introduced in this paper may be realise means of new service
components realising the aforementioned logic gasiégrated with the existing network
elements. Mobile Intelligent Agent Technology [36hay be adopted for the

implementation of theService Rate Reconfiguration Module (SRRM) forming part of a
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Configuration and Reconfiguration Management Sulesyswhich support the network
administrator in a real network environment. Mohikelligent agents performing the
reconfiguration tasks should be sent from the mamept station as close as possible to
the routers so as to complete their miss#RM caters for the initial configuration of the
routers (i.e., definition of the parameters for iEServ service classes on the basis of
past experience/ historical data). Additionally,mbnitors the network load and QoS
conditions and adjusts the service rates in castadefined thresholds are about to be
exceeded, while in parallel a notification is senthe network operator. Thus, action is
taken before potential SLAs are breached and tlstomer’'s experience is adversely
affected. The aforementioned implementation is ictemed as a standalone issue, left for

future study.

Figure 2 shows the topology adopted for the retidisaof the first set of experiments.

Four source nodes, s,, s,, s, generate traffic to their destinations nodgs d,, d,,
d,, respectively. Incoming packets are classified ihtclasses witltlass-1 having the
lowest priority andclass-4 the highest. Packets frorg to d, are classified aslass-1
packets, froms, to d, asclass-2 packets and so on. In the context of our study, we

considered Pareto source nodes with shape parametdr9 and mean on and off time
5msec. This choice was driven by the fact thatnemeaggregate, Pareto sources exhibit
highly burstly characteristics. The packet lengthircoming traffic is taken equal to

1Kbyte for all classes.

Packets are passed from their sources to theimdésns through a CBQ scheduler [37]
with output link capacity of 10Mbps. CBQ is a liskaring scheduler which is variation
of the GPS algorithm [38]. It is based on severaclhanisms that merge Priority
Queueing (PQ) and fair capabilities to provide efifintiated services to service classes.
While CBQ internal mechanisms are quite complex,use is quite simple. Network
managers need to define the link-sharing hierasrig assign the amount of bandwidth
and priority of each class. Due to its intuitivesieSBQ is considered the most appealing

advanced scheduler available today used to pralrfterentiated services.
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The Service Rate Reconfiguration scheme may betedam static or on a dynamic base.
In the static case, the service rates are adjustetie CBQ scheduler once, when a
reconfiguration request is issued by the networkniatstrator. In such a case, the
monitoring module of the Configuration Managemenibs§/stem notifies network

administrator in case of potential violation of Q@S parameters, thus, the operator is
enabled to take a corrective course of action.hen dynamic case, the reconfiguration
scheme achieves the required absolute delay ditiat®n through the dynamic

adaptation of service rates per service class.ifg@gdly, the service rates are dynamically

adjusted when the predefined threshold valdgs are violated. In our approach we

considered the application of the reconfigurati@hesne after regular time intervals
denoted agJ . A small U would increase processing load in the routers, thod, the
computational complexity of the system. A large would result in packet delay
approximations per service class that will not comf to the real ones. As in [18], we find
that for 0001sec<U < 0.kec the behavior of the scheme is good. In our expamis)

U is taken equal to 0.1sec. This time period is twmed by the authors to be quite
small, covering, thus, cases of dynamic trafficrees variations, without increasing the
computational complexity of the routers. At thismiat should be noted that our proposed
scheme based on the simulated annealing paradigmidps good (near optimal)
solutions within the time limits required (less nhiame periodU ), so as to adequately
handle extreme variations to the traffic load aoreged by the sources and satisfy the

absolute constraints of the service classes.

Table 1 presents the values of all input paraméters Relative Importance Factor, cost
of allocating part of a service class’s availal®eaurces, service rate allocated to each
service class prior to the application of the rdicpmation scheme, and delay guaranteed
per service class) considered in the experimentthén reconfiguration experiments

performed the local delay experienced by each sereiassi packets prior as well as

after the application of the reconfiguration schemg, (i) and d (i), respectively, is

estimated on the basis of the equation (15) witthie regular time intervaldJ .
Specifically, considering a packet arriving at tinmstancet, it is serviced after the

current queue load(i) has been serviced. Thus, the following equatiddsho
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o pre (1) = L). : Vie SC (15)

post, pre (I)

Figure 3 illustrates the queuing packet delaysspevice class before the reconfiguration
scheme has been applied. As it can be observetbdint service class presents a QoS
related violation, as most of the packets expegatalays which are above their required

d, (4) value that equals 80msec.

Both the static and dynamic cases have been coedide the experiment conducted.
Figure 4(a-b) presents in a graphical manner tbal Idelays experienced by the packets
of each service class after the application ofrd@®nfiguration scheme, concerning the
static and the dynamic case, respectively. Regautii@ static case, as it can be observed,
the required absolute delay differentiation isssegd for the individual packet delays per
service class as long as the percentage of ingffictper class of service does not change.

The service rate valuesr (i) are adjusted once on the basis of equation (1).

Specifically, the sr_ . i( ) values, are calculated so that the objective fancfl) is

post

maximized, while the absolute delay constraithii) are satisfied for each service class.

In the dynamic case, the reconfiguration schemeeaeh the required absolute delay
differentiation through the dynamic adaptation efvice rates per service class. Thus, all
service classes achieve average and individual packet delays, Wwisice below the

predefined threshold valug, i ()

Considering the average packet delay each serlass ts experiencing prior to and after
the application of the reconfiguration scheme, alyrbe noted that this parameter presents
an overall improvement of approximately 28%. Figbfa-b) depicts the delay related
QoS constraint and the average packet delay expedeby each service class both for
the static and the dynamic case. From the obtaiesadlts of Figure 4 and Figure 5, we
could say that if the average packet delay expeeigrby service class is 25msec less

thand, (i) then individual packet delays satisfy the relatethy constraints.
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Following, in the context of the first set of exjpeents, the required delay of the fourth

class is changed from 80 to 60mset, (4) =60msec). As a first step, the dynamic

service rate reconfiguration scheme is appliedrento achieve the required absolute

delay differentiation withsr___ i( )values computed using (1). Figure 6(a) presens in

post
graphical manner the local delays experienced bypttkets of each service class after
the service rate reconfiguration has been carrigid lBigure 6(b) depicts the required

delay constraints, the average packet delay pridradter the reconfiguration scheme has
been performed. From the obtained results it magdied that the average packet delay

parameter presents an overall improvement of appiadely 40%.

However as illustrated in Figure 6(a), the absoldgéay constraint values can not be
satisfied for individual packets @Ervice classes 3 and4. Specifically, most packets of
class 3 experience delays which are above 150msec and g=@mkets ofclass 4

experience delays which exceed the required constwé 60 msec, even though their

average delay is small enough comparedi j¢4) . For the packets aflass 3 this can be

also concluded from Figure 6(b) in which the averpgcket delay for packets of class 3

when reconfiguration is applied convergesdtp . @jnce absolute delay constraints can

not be satisfied for all classes of service, thierded version of the algorithm should be
exploited so that strict constraints of lower césssvill be relaxed in favor of the higher
rated service classes. Table 2 lists the costrfaelaes of each service class for providing
not available resources and their required mininsenvice rate utilized in the extended
algorithm. The rest input parameters of the algariremain unchanged with respect to
Table 1.

Dynamic reconfiguration is performed while tse,, i ¥3lues are calculated so that the
objective function (9) is maximized. The absolutdag constraintsd, i( )of the lower

rated service classes are sacrificed in favor @hilgher ratedervice classes 3 and4. The
results from this simulation (Figure 7) reveal thdite required absolute delay
differentiation is satisfied for classes 3 and Ae Test two service classes acquire their
minimum service rate as defined in Table 2 in faviothe other two higher rated classes.

Considering the average packet delay each serlass s experiencing prior to and after
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the application of the extended version of the nfigaration scheme, it may be noted that

this parameter presents an overall improvemenppfaximately 57%.

The topology adopted for the second set of experisnes illustrated in Figure 8. Four
source nodes;, s,, S;, S, generate traffic to their destinations noags d,, d,, d,,

respectively, throughouters 1 and2, which are assumed to be CBQ schedulers, as was
also the case in the first set of experiments. Sthece nodes follow a Pareto distribution
with shape parameter = 1.9 giving total input load 97% toouter 1. Four Cross-Traffic
sources orrouter 2 sendclass 1, class 2, class 3 and class 4 classified packets of
Constant Bit Rate (CBR) traffic each to the related destination sink,hwite adjusted so
that the input load on this router reaches 97%zatibn as well. The same assumptions
and input parameters for each node have been @wvadidas with the first set of
experiments (Table 1). Average and individual eméd packet delays per service class
originated fromrouter 1 will be measured. The absolute end-to-end delagtcaint for

each service class is equal to the sum of the ctspel , (i) of each node.

The dynamic service rate reconfiguration schemapislied on the output link of both
routers. Figure 9 presents the local delays expesie by packets of each service class
prior to and after the reconfiguration has takeace! Similarly, Figure 10 depicts the
delay related QoS constraint and the average palstay experienced by each service

class prior to and after the reconfiguration acrosgers has been performed.

Figures 9 and 10 show that the required absolutktenend delay differentiation is
achieved for all service classes after the apptinaif the reconfiguration scheme. This is
satisfied for the average packet delay as wellcastiie individual packet delays of
successive packets. Considering the average patilety each service class is
experiencing prior to and after the applicatiorntled reconfiguration scheme, it may be

noted that this parameter presents an overall ingonent of approximately 24%.

At this point it should be noted that end to endfedentiation through static
reconfiguration can not be performed instantangoaislall nodes across a network path.
This is owed to the fact that after the first routeconfiguration has taken place

significant changes may exist to the input loadsheffollowing routers across the path.
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In such a case packet delay approximations pes dfaservice in the next nodes can not
be estimated using the current queue loads of edatsough formulae (15). Thus, the
administrator after reconfiguring the first nodeosld wait for a specified time period

until the input loads of the rest nodes along thth@are stabilized. Thereafter, a static
reconfiguration request should be issued to theé nede and so forth until all the nodes

across the path are reconfigured.
6 CONCLUSIONS

In general, the scope of our paper is to augmenitbS management framework in IP
networks. More specifically, the contribution ofighpaper lies in the definition,
mathematical formulation and optimal as well as potationally efficient solution of the
service rate reconfiguration problem of a routexsput link that should be solved in the
context of IP network management framework. Twoswkers of the problem are
addressed, the confined and the extended. Theneohfrersion of the reconfiguration
scheme exploits the available resources of seclasses in order to satisfy the absolute
QoS constraints of a service class that its ownuees prove to be inadequate for the
satisfaction of its absolute delay constraintshi extended version, the accomplishment
of strict QoS constraints for the higher order sdasis achieved by relaxing the strict QoS
constraints of the service classes rated less thanone(s) presenting the problem,
covering the cases where the confined version efalgorithm prove to be inadequate.
Finally, end to end delay measurements have bedorped across a path of routers
providing indicative evidence of the service raeanfiguration scheme effectiveness and

efficiency.

Directions for future work include, but are not iied to the following. First, the
experimentation with various network load condiipparticularly in cases where input
loads to service classes vary. Second, the rdalisaf further wide scale trials in a real
network environment, so as to experiment with tippliaability of the framework

presented herewith.
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Figure 2. Simulation topology for the first set of experiment
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Figure 1: Description of the algorithm adopted for the siolu of theService Rate




Paramat classes | classl | class2 class3 clas4

Generated Traffic(Mb) | 1.708 3.826 5.933 7.935

RF (i) 1 10 100 1000

o (i) 0.0001| 0.001| 0.01 0.1

S (1) (Mb) 1 2 3 4

d, (i) (msed) 350 280 150 80

Table 1. Input parameters for the first experiment
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Figure 3. Individual delays of successive packets prioemonfiguration
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Figure 4(a-b). Individual delays of successive packets utilizilng reconfiguration scheme

considering (a) the static and (b) the dynamic ,caspectively.
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Figure 5(a-b). Delay related QoS constraint and average packay @siperienced by each

service class prior and after the reconfiguraticiesne for the static and the dynamic case,

respectively.
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Figure 6(a-b). Dynamic service rate reconfiguration using the ot version of the algorithm.
(a) Individual delays of successive packets afterapplication of the reconfiguration scheme and
(b) Delay related QoS constraint and average pat{ay prior and after the reconfiguration

scheme has been applied.

Parameter lasses classl | class2 | class3 | clasA4
Generated Traffic(Mb) 1.708 3.826 5.933 7.935
RF (i) 1 10 100 1000
cf, (i) 0.0001| 0.001 0.01 0.1
cf (i) 0.001 0.01 0.1 1
Sl e (i) (Mb) 1 2 3 4
dg (i) (msec) 350 280 150 60
Minimum Service RatéMb) 0.5 1.3 1.7 2

Table 2. Input parameters used in the extended serviceeatmfiguration scheme.
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Figure 7. Dynamic service rate reconfiguration using theersled version of the algorithm.
(a)Individual delays of successive packets whitendéiguration is performed and (b) Delay
related QoS constraint and average packet delayamid after the reconfiguration has been

applied.

Figure 8. Simulation topology for the second set of experitaeTraffic is traversing two CBQ

nodes.
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Figure 9(a-b). Individual end to end delays of successive padietprior to the reconfiguration
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Figure 10. End to End delay related QoS constraint and aegpagket delay prior to and after the

reconfiguration on both routers across the pattbeas applied.
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