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Abstract.

In future broadband fixed wireless access systdmsowverall design procedure is
critical for their successful commercial deploymastwell as their efficient operation
and management. The problem addressed in this papeofold. Specifically, at a
first phase the radio access network planning probis addressed, which aims at
finding the minimum-cost configuration @ccess Point Transceive(APTs) given
the geographical layout of the area to be covewstd.the second phase, the
interconnecting planning problem is addressed @amg at finding the minimum-cost
configuration of theAccess Point ControllerdAPCs) andInter-Working Units
(IWUs) given theAccess Point Transceivelayout. Both problems are formally
defined, optimally formulated, and solved by conapighally efficient heuristics.

Finally, results are provided and subsequent ceiarhg are drawn.

KEY WORDSBFWA systems; planning tools; 0-1 linear programgm simulated

annealing
1. INTRODUCTION

In telecommunication networks fixed radio technadsg traditionally play an

important role, especially if right of way consthits, adverse terrain conditions and
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speed of deployment are the driving forces. Nowsd&yoadband Fixed Wireless
Access (BFWA) systems have been expected to caoigribuccessfully to the last
mile problem. In the frame of liberalisation and deregulation of the
telecommunication sector, BWFA systems offer newragrs unlimited access to a
customer database, which up to now has been fullthe hand of the incumbent
[1,2,3,4,5,6]. From the viewpoint of the users, thecess of these systems will
depend on the service spectrum they offer, asagatin the QoS they will provide and
especially, on whether it will be comparable to theality levels offered by fixed

wired systems. From the providers’ perspective g@inewill be to provide QoS in the
most cost efficient mannemn this context, planning tools are expected toy @a

significant role in meeting these challenges, angldperators to design from scratch
or to expand and modify their systems by providiaglutions to difficult

combinatorial problems [7,8,9,10].

Future broadband communications systems have hwaeived as consisting of the
following two segments: (a) theore networksegment that provides the switching and
transmission functions, and (b), tleEcess networksegment that enables inter-
working between the customer premises and the fretdbork. A detailed description
of the multilevel, star one architecture of fixedeless access systems is illustrated in
figure 1. Figure 1 depicts also the network eleméhat appear in each segment. In
brief, the role of the elements in the access sagmey be summarised in the
following. The APTs provide radio link managemetiite APCs provide switching
functionality, as well as connection and call cohtwhile the IWUs enable the inter-
working among the access network segment (and qaesdly, the customer
premises) with the fixed network. Therefore, theUsVcomplement the switching
infrastructure by being points of interface witte ttore segment. An assumption may
be that IWUs are owned, administered, and offeceddnt by the backbone network

operator.

The subject of this paper falls into the overakida procedure. In the context of the
overall access segment design a number of probheaysbe addressed. In brief, the
first aims at finding the minimum cost APT configtion which guarantees radio
coverage and traffic performance over the serviea &deyond a certain level, thus

providing the required QoS, given the layout of gfemgraphical area to be covered.



The second is targeted to the efficient utilisatminthe (scarcely) available radio
spectrum. At the final stages of the overall accessvork design problem, the
interconnecting network planning problem is addedsavhich aims at finding the
minimum cost APC and IWU configuration given the TARayout. In general,
accomplishment of the aforementioned tasks invotlegsition of the cost functions
and specification of the respective problem congsa(related primarily to system

performance requirements and equipment capabjlities

In this paper, two of the aforementioned problemesamidressed. The aim of the first
problem is to find the minimum cost configuratidtlee APTs given the layout of the
sub-areas (henceforth called grids) constitutireydeographical area to be covered,
while the second is targeted to the minimum cosfigaration of the candidate APCs
and IWUs, given the APT configuration obtained ipravious phase. Inputs from the
previous phase are the APT layout and the pertingatfic requirements.
Consequently, the aim is to obtain the minimum austfiguration of the network
segment i.e., best allocation of grids to APTs, ART APCs and APCs to IWUs that

satisfies the problem constraints.

The work of this paper is related to pertinent pas work in the literature, since
software tools for cellular or broadband systemigies a topic that attracts attention
of the researchers. While most BFWA systems usellalar structure they are far
from cellular in their operation and characteristidt this point we should present the
main features of BFWA systems, which differentittte overall design procedure
with respect to mobile communication systems. Withoeing exhaustive, the focal
points are the following. First, as a consequerfcgsers’ fixed locations, the initial
deployment of BFWA systems aims at covering aredih Wwigh demand for
innovating and traffic consuming services. Accogiin BFWA systems have a
modular structure and they are developed gradaaty progressively following the
market demand curve. However, this is not the dasenobile communication
systems, which aim at an initial wide area cover&geond, there is no requirement
for handover procedure between neighboring APTEesihe users do not move while
a connection is in use. Third, BFWA systems useomabeam, high gain antennas for
consumer units, thus a careful and precise poinsingquired. The benefit of narrow

beam angle is clearly that it enables interferdnme other stations or from reflected



signals to be eliminated by careful pointing. Fhuthe usage of sectorised antennas
at APTs with the employment of different polarisatischemes, lead to an increased
capacity, which in conjunction with the static natwf the paths that make QoS
calculations more predictable, enables the BFWAtesys to meet the higher
bandwidth requirements for business connectioni$h,Rhe line-of-sight nature of
BFWA systems mandated by the usage of microwavgiénecies means that adequate
coverage (one of the major prerequisites for siwsfaesommercial deployment) is
dependent upon terrain features and environmeatalittons. In this context, the cell
overlapping notion constitutes a desirable featfr@FWA systems, as it forms a

means of reliable coverage provision over the serarea.

Our approach for addressing this problem is théodohg. In section 2, the radio
access network segment design is addressed. $péygifthe high level definition of

the radio access design problem is provided, thendb problem statement is
described and the problem is optimally formulatedaed-1 linear planning problem
[11,12]. A computationally efficient solution based simulated annealing algorithm
[13,14] is provided in order to acquire the optirmalution [15]. In a similar manner,
in section 3, the interconnecting network plannangblem is addressed. Specifically,
the problem is described, formally defined, optimédrmulated and computationally
efficient solved following again the simulated aalneg technique. Finally, indicative

results are presented in section 4 and conclu@imgrks are drawn in Section 5.

The contribution of this paper lies in the followirareas. First, the definition and
mathematical formulation of (one possible versiaf)the radio access network
planning problem as well as the interconnectingpitag problem. Through this work
it is shown that the problems can be reduced td-kmelwn optimisation problems,
which can be solved by relevant standard algoritt®esond, the presentation of two
novel, computationally efficient algorithms based smulated annealing technique,
which are adopted for the solution of the probleitsrd, the provision of indicative
evidence on the performance of the algorithms Iptyapg them to a different set of

experimental cases, with alternate coverage aedfmacity constraints.



2. PROBLEM 1: RADIO ACCESSNETWORK DESIGN
2.1 High Level Problem Description

This section provides a high level definition o tersion of the radio-access network
segment planning problem addressed in the firdt gfathis paper. The radio access
network design may be decomposed in the following-ghases (depicted also in
figure 2). In brief, the first aims at identifyirapd determining the candidate sites for
APTs given the geographical layout. To this enBuainess Model Analysshould be
conducted in order to evaluate the business patenitithe network. Without being
exhaustive, this task involves evaluation of cusiorooverage with respect to the
revenue potential taking into account environmgpet(i.e., business, residential),
service packages, service penetrations etc. Thendgquhase involveEnvironmental
Analysis which aims at capturing and evaluating the seraiea requirements. This
task comprises the following aspects. First, radigerage area estimation with
respect to each pre-defined candidate APT siteor®bdoad evaluation denoting the

traffic requirement associated with each grid.

The third phase is targeted to the constructioarobptimisation module in order to
find the minimum cost APT configuration providedttihe system performance will
be within acceptable range. In this respect, an ABployment is determined that
satisfies the service area requirements identifigde previous phase. The final phase
of the radio access network design comprises maotasks such as adjustment of the
APTs transmitting power with respect to the APT fauuration obtained during the
previous phase, further adjustment of the aforeimeed values in order to account
for terrain irregularities and conduction of inedénce analysis, required for an
efficient frequency planning scheme at a lattegestaAt this phase, one may also
elaborate on the cell-overlapping notion, as itstibutes a means of reliable coverage
provision over the service area. In the scope af maper, grids with potential
coverage limitation due i.e., to terrain irregui@s or special environmental

conditions are identified and given the capabitlitype served by two distinct APTSs.

Based on the above description we may provide iga level definition of the

pertinent design problem. Our focus is laid on phaswhile specific inputs to this



phase are the pertinent results of phases 1 aBgeifically, our aim is to find the
minimum cost APT configuration given the geographi@yout, while the system
performance is guaranteed (within acceptable Iimigcomplishment of this task
involves definition of the cost function and spaxfion of the constraints that derive
primarily from service area requirements and theTé&Respective capabilities.
Finally, following the principle of cell overlappin for a given set of grids attributed

with coverage limitations, two distinct APTs ensadequate coverage.

The cost function of the radio access network aegigoblem may consist of the

following factors. First, the cost of the equipménamely, APTs) that need to be
deployed (involved in the solution) in order to qdately cover the geographical area.
Second, the cost of assigning grids to APTs. Thidor is strongly related to the
distance between the location of the grid and ite of the deployed APT and is

introduced in order to model the fact that neigimmpto an APT site grids are covered
by the candidate APT more economically than theakthem. The constraints of the
problem derive primarily from the capabilities dfet relative equipment, namely
APTs. These may be expressed in terms of theirctgp@aximum bandwidth they

can handle as well as maximum number of CPEs tlagyserve), while coverage and
traffic performance related factors need to be witthe pre-defined thresholds

suggesting that system performance will be keptiwiacceptable range.

Taking into account the aspects outlined abovesreegl problem statement may be
the following. Given the grid layout representiihg tgeographical area to be covered,
the bandwidth requirement (aggregate traffic laamjyesponding to each grid, a set of
candidate APT sites, the coverage area of eachda#adAPT, the cost of each APT

and the cost of assigning a grid to an APT, fir@litfinimum cost assignment of grids
to APTs (in terms of the number of APTs that nemdé¢ deployed and the cost of
assigning a grid to an APT), subject to a set afstraints, associated with system

performance and respective capabilities of the APTs
2.2 Formal Problem Statement

This section provides the formal statement of teesion of the radio access network

planning problem addressed in this papay. represents the set of candidate APT



sites. Given is the set of grids representing #gegeaphical layout, denoted 16y, the
coverage areA (] e A;) of each candidate APT5 and for each grid- (i € G),

the capacity (bandwidth) requiremesw . The assumption in the previous notations is
that the coverage aréaA (] € A;) comprises a set of grids that could be potentiall
assigned to APT} i.e., APT-j satisfies coverage constraints of each giid-

(ieCA).

Let T, denote the set of grids that will be assigned A ( j € A;). The objective
is to find the assignmem,,;, where A, = {rj|j € AT} (T, =G). This assignment

should minimise a cost function that may be represkasf (A, ).

The following factors contribute to the cost of thesignment. First, the cost of the
APTs, that will need to be deployed. This cost enated asc,.;. This factor
comprises hardware as well as installation cost.netation simplicity it is assumed
that the cost of deploying an APT is the same lirsitds. As an alternative this cost
could be taken variant (depending on the cost gliaing and/or maintaining the site
etc.). Notation may readily be extended. The seamwd factor is that of assigning

grids to APTs. We assume that $&t, = {pGTQ JieG, je AT} provides the cost of
assigning gridi to the APT that may be located at the candidaée jsi This cost is
strongly related to the distance between locatiogrid-i and the APT{ site and is

introduced in order to account for dependenciesdsen cost and equipment specific
properties dependent on distance (i.e., antennath wespect to gain,

transmitters/receivers with respect to peak tratisrgipower).

The constraints of our problem are the followingst: each grid should be assigned

to one APT. Therefore, T, =@ for all (j,, j,)e A?. Second, all grids should be

assigned to an APT. HeanJTj =G. Third, the coverage constraint with respect to
jeAr

each APT should be satisfied. Accordingly,c CA, . Fourth, the capacity constraints
of each APT should be preserved. Lets assume ¢t and k,.; represent the

maximum load (bandwidth) and the maximum numbegrids that an APT may



handle. The constraints ar@ (T,)<¢uf , |T, KKy . The assumption in the
previous constraints is that functi(m(Tj) provides the bandwidth requirements of

the grids assigned to APT. It is noted thatk,,, may be easily derived by dividing

the maximum number of CPEs that an APT can handle tive potential number of

CPEs installed per grid.

For notation simplicity is assumed that €&tcomprises grids belonging to the same
environment type (i.e., urban, suburban, rural)taion may readily be extended. In
the general case, a new constraint will be intreduwhich concerns the assignment

of grids belonging to only one environment typ@toAPT.

The general problem version is open to varioustgwiumethods. Its generality partly
lies in the fact that the objective and the comstrunctions are open to alternate
implementations. The problem statement can bendsished from the specific

solution approach adopted in the next subsectiorthé sequel, we discuss about

optimal and computationally efficient solutions.
2.3 Optimal Formulation

This section provides the optimal formulation o€ thersion of the radio access
network planning problem addressed in this papem &1 linear programming
problem. The experimentation and comparison witpdrtant alternate formulation
approaches is a stand-alone issue for future stadytder to describe the allocation

A, of grids to APTs we introduce the decision variabtg, (i,j) (ieG, jeA)

that take the value 1(0) depending on whether grid{is not) connected to APT-

The decision variable/,..(j) assume the value 1(0) depending on whether caedida
APT j (jeA;) is (is not) deployed. In addition, we define thariable b(, j)
(ieG, jeA) that take the value 1(0) depending on whethegtltkei belongs to the

coverage area of the APT: Finally, the set of variableg, i i(, {V(,i)eG?) is

defined that take the value 1(0) depending on veretthe gridsi andi belong (do

not) to the same environment type.



Allocation A,,; may be obtained by reduction to the following Olfiear

programming problem.

Problem 1 [Radio Access Network DesigMlinimise

Al LA - -
CAPTZyAPT(J)+ L L Por(is 1) Xsr(is ) 1)
subject to,
Al
ZXGT(i,j):l VieG, (2)
XGTG’j)SbGaj)'yAPT(j) ,V(iEG,jEAr), 3)
Xer @ 1) Xer (0 1) 26 00) Vaer () L V(0)eG%jen) @
gl
ZXGT(i'j)SkAPT'yAPT(j) Ve A, (5)
‘G‘ A - . . .
ZXGT(I’J)'b\Nl:¢T(J)S¢2§')I("yAPT(J) , Ve A, (6)

i=1

Cost function (1) penalises the aspects identifredection 2.1-2.2 (i.e., cost of the
equipment deployed and cost of assigning a grahtdPT). Constraint (2) guarantees
that each grid will be assigned to one APT. Condtr@) guarantees that a grid will
not be assigned to an APT if it does not belonthéorespective radio coverage area.
Constraint (4) ensures that all grids assignednoART will belong to the same
environmental type. Finally constraints (5) and €&jpress the traffic requirements to
be satisfied. Specifically, constraint (5) guarastehat APTs will not be assigned
more grids than allowed according to their capacdgstraints, while constraint (6)
guarantees that each APT will not have to cope withe load than that dictated by

its pertinent capacity constraint.



2.4 Computationally Efficient Solution

The optimal formulation presented in the previoestien yields that the solution of
the radio access network planning problem in génsoald be a computationally
intensive task. This means that an optimal algorjtespecially in case the problem
instance is prohibitively large, may not be ableptovide a solution in reasonable
time. Furthermore, the optimal formulation compsiseany variables. The usual next
step for solving such difficult problems is to d&vi computationally efficient
algorithms that may provide good solutions in reasde time. Classical methods in
this respect are simulated annealing [13,14] tad®aoch [16,17], genetic algorithms
[18,19,20,21], greedy algorithms, etc. Hybrid oerdefined heuristic techniques may

also be devised.

As already stated, in this sub-section we presentalgorithm that follows the

simulated annealing paradigm.

Annealing is the physical process in which a cilystaooled from the liquid to the
solid state. Careful cooling brings the crystaihia minimum energy state. In analogy,
a simulated annealing algorithm considers eachtisalwf the optimisation problem
as a state, the cost of each solution as the eoéttye state, and the optimal solution
as the minimum energy state. During each phasbeotlgorithm a new solution is
generated by minimally altering the currently bgstution (in other words, the new
solution is chosen among those that are “neighbgutio the currently best one). If
the cost value that corresponds to the new solusosmaller (i.e., the difference
among the cost of the old and the new solutiano, is positive) the new solution
becomes the currently best solution. Solutions thatease the cost may also be

29T (Metropolis criterion). This is a mechanism that

accepted with probabilit;e‘(
assists in escaping from local optim@T is a control parameter, which may be
perceived as the physical analogous of the temyreran the physical process. The
algorithm ends when eithe€T =0 (temperature reaches 0) or when a significant

number of moves have been made without improviegtst function.

As also stated in [22] the development of a sinedadnnealing-based procedure

means that the following aspects have to be adeblesonfiguration space, cost
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function, “neighbourhood” structure and cooling edtle (i.e., manner in which the
temperature will be reduced). The configurationcepa the set of feasible solutions

{Xsr (i, §), Yapr (i)}, that satisfy the constraints (2)-(6). The costcfiom is the one
introduced by relation (1). The neighbourhood gtrec of a solution is produced by
moving a gridi from its present APT} to a neighbouring APTj. This new
assignment guarantees the satisfaction of the reamist (2)-(6). The cooling schedule

may be calculated according  =r-T, where T is the temperature and is

usually a number that ranges from 0.95 to 0.99eQ#rhniques may also be applied.
The simulated annealing-based algorithm may beritbestas follows.

Basic Simulated Annealing Algorithm-Initial APT &yssnent.
Step O Initialisation. Get an initial solutionS, and an initial temperature valde

The currently best solutionOBS) is IS, i.e., CBS=1S, and the current
temperature valuedT) is T,i.e.,CT=T.

Step 1If CT =0 or if the stop criterion is satisfied, the progexends and a transition

to step 6is performed.
Step 2A new solution (NS) that isneighbouringto CBS is found.

Step 3The difference of the costs of the two solutio68S and NS is found, i.e.,
the quantityAc= C(CBS) — C(NS) is computed.

Step 4If Ac>0 then the new solution becomes the currently bekitien, i.e.,

CBS=NS. Otherwise, if Ac<0, then if ¢**“”>rand[0]), the new

solution becomes the currently best solution, GBS = NS.

Step 5The cooling schedule is applied, in order to wali®e the new current

temperature valu€T, and a transition tetep lis performed.
Step 6End.

There are various alternatives for realising tlop striterion mentioned istep 1 In

our version, the algorithm stops when no improvenias been made after a given

11



number of temperature decreases (in other wordsecoitive moves or alterations of
the currently best solution). Neighbouring solutiagtep 3 are selected randomly
among all the neighbouring ones of the currentlgt b&olution, with the same

probability for all neighbours.

By means of the algorithm described above, anaingpod assignment of grids to

APTs Ainit has been found. The algorithm, however, may otienate the required
number of APTs. Assuming that there are no radi@@ge limitations, the minimum
number of APTs may be estimated by dividing thalttdad that originates from the
grids with the capacity constraint of the APTs. Koer, this number may be larger in
order to account for the radio coverage constraiftte number of APTs included in
the solution is assumed to be the main factor dmritng to the cost function. In this
sense, the second phase is targeted to the eliorinait some APTs. This procedure
works as follows. The least loaded APTs (APTs Hratassigned with few grids) are
candidates for elimination. The grids assignedht® ¢liminated APTs need to be
assigned to the APTs that remain in the solutiooyided that the coverage and
traffic constraints are preserved. In the contexthts procedure, it is possible to
deploy the remaining APTs in different sites, sacake able to acquire the new grids.
Moreover, the APTs that remain in the solution rhaye to release grids (so as to

acquire the new ones). For brevity, the formal dpson of the algorithm is not

provided. Finally, we obtain a new, improved assignt Aasrr. These two phases are

depicted in figure 3.

As a final phase to the design problem addressexkdtion 2, we elaborate on the
overlapping notion. Specifically, in the context@ir analysis, grids with potential
coverage constraints are identified and alloweldatee access to services through two
APTs. In this sense, this phase is targeted ta¢bermination of the second potential
APT that could provide services to each of the tified grids. This procedure works
as follows. Attempts to assign each grid to an Ar€ady deployed in the solution
are conducted. It is possible to adjust the tratigsrgi power of an APT, so as to
satisfy the related coverage constraints of oublpra when the new grid is assigned
to it, or even to relocate APTs at different sitdsre than one APT may be satisfying

the respective radio coverage and traffic condsaamd therefore form a solution to
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our problem. However, in our study, the closest A#dployed to each grid is
considered for the provision of services. That domed so as to minimise the
interference introduced in our system due to tloeemse of the transmitting power
required. In any case the new assignment satisfiesconstraints (2)-(6) of our

problem. The formal description of the algorithmynh& readily provided.
3. PROBLEM 2: INTERCONNECTING NETWORK DESIGN
3.1 Problem statement and formulation

This section provides the optimal formulation o€ thersion of the interconnecting
network planning problem addressed in this papareriis the set of APTs, denoted
by T, and for each APT- (i eT), the capacity (bandwidth) requiremept(i). C

represents the set of candidate APC siteslatite set of candidate IWU sites.

Let C, denote the set of APTs that will be connected RCA (jeC), and I,
denote the set of APCs that will be connected ¢oktkth IWU (k € | ). The objective
is to find the allocationsA,.. and A, where A,.. = {Cj|j eC} (C,cT), and

A = {Ik|ke|} (I, <C). These should minimise a cost function that may b

represented a$ (A, Ayy ).

The following factors contribute to the cost of thiéocations. First, the cost of the

APCs, and IWUs that will need to be deployed. Thessts are denoted &g,. and
Cwu respectively. For notation simplicity it is assuirntbat the cost of deploying a

network element (of a certain type) is the samallisites. As an alternative this cost
could be taken variant (depending on the cost gliiaing and/or maintaining the site,
etc.). Notation may readily be extended. The secowst factor is that of inter-

connecting APTs to APCs, and APCs to IWUs. We asstinat the setP,.. =

{prc@,])ieT, jeC} provides the cost of connecting ARTto the APC that may be

located at the candidate sifje In a similar manner, the cost of connecting tHeCA
that may be located at candidate sjteto the IWU that may be located at candidate

site k, is provided by seP,,, = {pg, (j.k)|jeC.,kel}.

13



The constraints of our problem are the followingst each APT should be assigned

to one APC, and each APC should be assigned totlgxae IWU. Therefore,
C, nC,=o for all (j,j,)eC? and I, N1, =@ for all (k,k,)el?. Second, all
APTs should be assigned to an APC, and all APCsldhme assigned to an IWU.
Hence, UCj =T and UIk =C. Third, the capacity constraints of each APC and

jeC kel
IWU should be preserved. Lets assume g}, and k.. represent the maximum
load (bandwidth) and the maximum number of APT$ #meAPC may handlepy,

and k,,, represent the maximum load (bandwidth) and theimax number of

APCs that an IWU may handle. The constraints aC)<pr, |Cj|<k

APC?

max

@, (1) <o |1 < kwy - The assumption in the previous constraints isfilraction

(DC(CJ-) provides the bandwidth requirements of the APTsgagd to APCj and

function ¢, (Ik) provides the bandwidth requirements of the APGsgasd tolWU
K.

In order to describe the allocatioh,.. of APTs to APCs we introduce the decision
variablesx,(i,j) (ieT, jeC) that take the value 1(0) depending on whether-APT
i is (is not) connected to APC- In a similar manner, allocatioA,,,, is described

by the decision variableg,, (j,k) that take the value 1(0) depending on whether APC

j is (is not) connected to IWW.

The decision variabley,..(j) and vy,,, (k) assume the value 1(0) depending on
whether candidate APCj (jeC) and IWU k (kel) is (is not) deployed.
Allocations A,.., and A, may be obtained by reduction to the following Grkar

programming problem.

Problem 2 [Interconnecting Network Desigihinimise

| Tl [cl il
CAPCZ yAPC J + zz pTC XTC( + Ciwu Z y|wu
i=1 j=1
\C \'\

pa(j’k)'xu(j’k) (7)

j=1 k=1
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subject to,

€l

ZxTc(i,j):l VieT, (8)
‘T‘ A . . .

ZXTC(I’J)SkAPC'yAPC(J) , V] €C, (9)
‘T‘ A - - - - -

ZXTC(I’J)'¢T(I) :¢C(J)S¢/T§é : yAPc(J) , V] €C, (10)
1l

> *a(ik)=1 ,Vj eC, (11)
C|

qu (j’k)S Ky * Yiwu (k) ,Vkel, (12)
\C| . .

ZXU(J’k)'(”c(J)S 21 Yoo (k) , Vkel, (13)

j=1

Cost function (7) penalises the aspects identifredsection 3.1 (i.e., cost of the
equipment deployed, and cost of interconnecting rtevork elements deployed).
Constraints (8) and (11) guarantee that each APITbeilassigned to one APC, and
each APC will be controlled by one IWU respectiveGonstraints (9) and (12)
guarantee that APCs and IWUs will not be assignedemAPTs and APCs than
allowed by their capacity constraints. Constraifif8) and (13) guarantee that each
APC and IWU will not have to cope with more loadnhthat dictated by its pertinent

capacity constraint.
3.2 Computationally Efficient Solution

As already stated the algorithm presented in thisssction follows as well the
simulated annealing paradigm. A step further folueng the complexity obroblem

2 (any complex problem in general) is to solve iaidivide and conquer manner. This
approach is facilitated by the fact that the asdtiire of the interconnecting network

is a multilevel, star one. Hence, the problem magdlved in phases. Each phase may
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be targeted to one level of the architecture, &edoutput of each phase may be input
to the next. In our case this idea yields that lgordhm should have two phases,

which are targeted to the computation of the atiooa A,.. (APTs to APCs) and
A, (APCs to IWUSs), respectively. The simulated animgaélgorithm may follow

both approaches, i.e., divide and conquer or omsglsolution troblem 2 In the

sequel, we choose to present the second (and ranegal) version of the algorithm.

The configuration space in our case is the set efasible solutions
ey 1) X (1K), Yapc (1) Yano (K)}, that satisfy the constraints (8)-(13). The cost

function is the one introduced by relation (7). Tinmeighbourhood structure of a

solution is produced by moving an ARTirom its present APQ to a neighbouring

APC j . This new assignment guarantees the satisfacfitimeoconstraints (8)-(13).

The cooling schedule, the stop criterion and theéghimuring solutions are

implemented in line with the algorithm presentedusection 2.4.
4. RESULTSAND DISCUSSION

The previous sections addressed two problems iedoin the overall design of the
access segment of future broadband fixed wirelessranication systems, the radio
access and the interconnecting network plannindleno. These problems were
formally stated, formulated as 0-1 linear programgrproblems and solved by means
of computationally efficient heuristic algorithnpecifically, the simulated annealing
based algorithm was considered for the provisioa akar-optimal solution for both

problems within reasonable time.

This section provides numerical results. The ainoiprovide indicative evidence on
the performance of the algorithms, by applying thema set of experiments. Each
experiment may generally be described as follows ihput consists of the service
area characteristics (so as to compute the tradfjairements and the radio coverage
area of each APT), the capabilities of the APTsCARnd IWUs, the cost related
factors (e.g., equipment and interconnection cests) and the set of candidate sites,
wherein APTs, APCs and IWUs may be deployed. Theddieach experiment will be
the following. First, to build the configuration tfe radio access network, that is the

allocation of grids to APTs given the geographmada to be covered. For brevity, in
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this section the attention is limited to a uniqueimnmental type (urban, since it is
the most demanding one). Second, to build the gordtion of the interconnecting
network in an hierarchical manner, i.e., startinthwhe allocation of APTs to APCs,
and continuing with the allocation of APCs to IWence, the simulated annealing-

based algorithm will be applied in the divide amthguer mode).

The geographical layouts (respectively, the grirdcitires) used in our experiments
are square (Manhattan) grid networks. This choiagesd not simplify the

computational effort. Other topologies of the sasize and connectivity degree could
have been chosen instead. At the first experimeBk& square (Manhattan) grid
network (figure 4a) is used, while in the secongeziment the network is a 7x7
square (Manhattan) grid (figure 4b). The grids tituteng the geographical area to be

covered are assumed identical, square-like, wittedsionD = 1 Km.

At this point it should be noted that the dimensidithe grids could vary in the range
of a few hundred meters to few kilometers, depemndin the environmental type
(urban, suburban, or rural), the specific technpleglopted (i.e., FWA systems
operating in the frequency band of 3GHz, 26GHz ®GHz) and the traffic demand
originating from the service area. Considering arlggeographical area and Local
Multipoint Distribution Service Technology (LMDSHY], which results in potential
coverage range of 3-5Km, grid dimension equal kanlseems adequate for the scope
of our experimentation. Additionally, the grid stture adopted could be similar to a
real situation (i.e., small city). However, our maoal is to realise different sets of
experiments and provide comments on the obtainsdltsein order to exhibit the
performance of the algorithms adopted under differsituations (i.e., alternate

coverage and capacity constraints).

The rest of this section is organised as followsitidlly, the service area

characteristics are exploited in order to complgeproblem requirements (bandwidth
associated with each grid and potential radio Gyyerarea of each candidate APT).
Thus, a load evaluation and radio coverage estimaihase is conducted. Next, the
derivation of the appropriate radio access andaotenecting network configurations

that may serve the 5x5 and the 7x7 grid layoutgefgtheir requirements) is studied.
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The load evaluation phase computes the bandwidtnrement of each grid, which is

a requirement that will be posed to tlgrid, APT) connection. This quantity in
conjunction to the potential radio coverage areaawh APT constitutes our problem
constraints so as to determine the allocation, esititey enable the APT to
satisfactorily provide the services in its servarea, which is composed of several
grids. In our experiments, the methodology propasd@3] is followed and the same
assumptions are adopted. Specifically, it is assuthat Load Evaluation Module
input consists of User Related Information, SernAcea Characteristics, and Service
Characteristics. User Related Information, withitirae-zone in the day, consists of
the density of users in each gud (usei/ kn®), and their service preferences, which
may be expressed by the call rate per uggr(calls per time unit per user), where
s e S is one of the services offered by the system.SEmeice area characteristics may
be assumed to comprise the aa(kn?) of each gridi (i €V). Finally, the service
characteristics are assumed to comprise for easitses, the average duration of a

call, 1/ i, , QoS requirements, for example, maximum tolerd&bbeking probability
bl,, grid loss ratio and delay, and the source charmstts, for example, the source

rate for constant bit rate (CBR) services, or thakprate, mean rate and burst length,
for variable bit rate (VBR) services. An assumptiatopted is that the blocking
probability threshold should be preserved by al ghids of the system (based on the

argument that it is important to provide uniform®a all the grids of the system).

Table 1 comprises the set of services offered bysystem, namely, basic telephony,
telefax, video-conference, database browsing artdbdae downloading. Table 1
comprises also the service related characteridiicse specifically, we assume that
the acceptable blocking probability for all kinds#rvices is 1%. The duration of each
call type (i.e., call of a certain service type)aisandom variable that is assumed

exponentially distributed with meard/x, = 90 seconds,1/x, = 30 seconds,
Yu, =Yy, = 180 seconds and/ 1 = 30 seconds. Basic telephony and telefax are

assumed CBR, while, video conference, database simgwand downloading are
assumed VBR. Hence, the bandwidth requiremenedlist table 1 correspond to the
source rate for the CBR and the equivalent rateéhferVBR services. More complex

traffic models may also be considered by the depigicess. However, as this is not
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essential to our presentation, a simplifying asdionpis made. Specifically, it is
assumed that the equivalent rate of each VBR soigca-priori known. The
preferences of the users in the service area adeleobas follows. Each user requests

basic telephony at a ratg = 3 calls per hour per user, telefax= 1 call per hour
per user, video-conferencg = 0.333 (one call every three hours) calls per Hour

only 5% of the users in the service area (i.e.¥apenetration is assumed for this

service), database browsing = 1 call per hour for only 25% of the users in the
service area, and database downloadifng 0.5 (one call every two hours) calls per

hour for only 25% of the users in the service area.

The method for evaluating the bandwidth requirentemtmay be summarised in the

following. The average number of users expectegriohi , may readily be estimated

through the formula\, = A -d . Based on these figures and the population mddel o
[24], the steady state probabilities(N;) that there will ben users in grid may be
obtained. In parallel, the loag, = (4,/x.)- penetratiorf §, caused by each user that
requests service, may be obtained wherpenetratiorf $ is the proportion of users

that makes use of service. Based on this information we may compute the load

¢,(i) due to the invocations of service by the users in grid , using the formula

oJi) = pS-Znn(Ni). Given this load and the maximum tolerable blogkin

n=0
probability for the calls of service, we may obtain the maximum number of calls

b.(i) that should be simultaneously supported in the, g as to guarantee that the

blocking probability will be within the acceptaligange. This phase may be based on
the Erlang-B formula [25].

The value assumed for the density of userd, is 1.000 userg Km (Vi €V ), and
hence,N, = 1000 users is the mean number of users expectegtigeBased on the

service preferences and the call duration chatatitey (see table 1), we obtain that

the load per service per usergs= 0.075 (load per user, or in other words probapilit
that a user is involved in a basic telephony call)= 1/120 (probability that a user is
using the telefax service)p, = 1/60 (probability that a user, among the 5% that a

interested in the service, is involved in a videoference call), p,= 0.05
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(probability that a user, among the 25% that atera@sted in the database browsing,

uses the service) angt = 1/240 (probability that a user, among the 25% trat

interested in database downloading, uses the sgrviconsequently, the mean
aggregate load per service that originates fronh egidl is ¢,(i) = 75, ¢,(i) = 8.3,
p,(i)= 0.83, ¢,(i)= 12.5 andg,(i)= 1.04 (Vi €V). The corresponding maximum
number of calls of each service that should be sueg in each grid, so as to preserve
the blocking probability below the predefined lesved, by(i) = 91, b,(i) = 16, by(i) =

4, b,(i) = 21, ando,(i) = 5 (Vi eV).

The final stagelandwidth requirement per gridstimation phase) is targeted to the

computation of the bandwidth required by each goid, given theb (i) quantity.

Two alternate approaches may be adopted in thiecgsessentially, motivated by the
existence of VBR services. The first aims at highwork efficiency (in other words,

at high statistical multiplexing gain) by allowirfgll sharing of resources among
different service classes (which may be CBR or VBRie drawback of this approach
is the difficulty that is incurred in preservingetlQoS requirements of the distinct
service classes. The second approach adheres teethiee separatiorparadigm

[26,27]. The resources are structured in a manmar service classes (i.e., set of
services with homogeneous requirements) have, ptuady, their own dedicated

resources. Hence, statistical multiplexing is leditwithin each class, but the task of
guaranteeing the requirements of each class itééet. The determination of the

bandwidth requirements in this case (given lthé) quantity) may be based on the

equivalent bandwidth notion [28,29,30,31] (which ynde estimated by the
characteristics of a single or multiplexed conr@withrough analysis, simulation or
measurements) or any other advanced technique ¢eg.[32,33]). The equivalent
bandwidth approach is often articulated as a popd&on [34] that is suitable for (at
least) the current versions of planning tools [3B]this perspective, and since the
exact method of determining the bandwidth requir@sés not crucial for the rest of

this paper, we will assume thlaw is obtained either as a functiontafi), or by the

straightforward formulébw, = ZCS-bS( i), whereinC, is assumed as the equivalent

seS

bandwidth required by each connection of sendcerhus, given the (constant and
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equivalent) bandwidth requirement of each call waaim that the bandwidth
requirement of each BTS is less than 25.500 celisgcond (cps), or equivalently, 11

Megabits per second (Mbps).

Regarding the estimation of the coverage areadaf eandidate APT, we realised two

different experiments each time by altering the imaxn distanced,,, between the

APT considered and the grids adequately coveredn®the first experimentd

max IS

taken equal to m. For the second experimerd, . is taken equal to 1.%Km.

max
Although these values were arbitrary taken, they auite logical to assume in the
case of BFWA systems operating in the band of 2634z (i.e., LMDS [4]).
However, in any practical planning, realistic lin&lculations have to confirm their
feasibility, taking into account three dimensionabdel of the area, terrain specific
features (i.e., local obstructions, foliage) andgiemmental conditions (i.e., rainfall
rate), as Line of Sight propagation conditions niey affected and temporal or
permanent unavailability effects may be introducHuls, the potential coverage area

CA, of each candidate APT is found.

Having obtained the bandwidth requirements of thidsgand the potential radio
coverage area of each candidate APT, we proceddthetfirst experiment that aims
at the derivation of the configuration of the radamcess network and of the
interconnecting network, for the case of the 5xévoek (figure 4a). As already stated
the configuration will be constructed following th&mulated annealing based
approach. As a first phase, we consider the désivaif the allocation of grids to

APTs. Figure 5 depicts the allocation of grids t®TA when the grid network

structure and the pertinent requirements are knodvmumber of experiments is

realised, each time by altering the APT capacitye Trid structure is the square
(Manhattan) grid structure of figure 4a, the lohdttoriginates from each grid area is

at most 11 Mbps and the maximum distartg, between the APT and the most

distant grid adequately covered is taken equal Kon3 The APT capacity is taken
equal to 50Mbps in the experiment in figure 5(agd 400Mbps in the experiment in
figure 5(b). The results of figure 5 are obtaingdabpplying the simulated annealing-
based algorithm, and after the APT elimination phbse is conducted. From the

obtained results we observe that the number of ARasare deployed equals to the
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minimum number of APTs required, so as to satibfy ¢apacity constraints of the
APTs. Since the load originating from each gridlis Mbps and the capacity
constraint of each APT is taken equal to 50Mbpgyrids at the maximum may be
assigned to each APT. Therefore, the minimum nurob&PTs in the solution is 7,
as is also the case in our experiment. Furthermaseexpected due to the looser
capacity constraint introduced in figure 5(b), thenber of APTs deployed in figure
5(b) is smaller than the one in figure 5(anly 3), since each APT may be assigned at

the maximum 9 grids.

In the second phase of the first experiment theiaita find the allocation cAPTsto
APCs The APT requirements according to the arrangesnehfigures 5(a)-(b) are
those depicted in table 2. Figure 6 depicts thecation of APTs to APCs when the
APT network structure, the APT requirements, amdARC capacity are known. The
results of figures 6(a)-(b) are obtained by apgythe simulated annealing-based
algorithm, when the APT layout is the one depicied-igure 5(c), each time by
altering the capacity of the APCs. In a similar mam figure 6(c) depicts the APC
layout, when the APT layout is the one presentefigaure 5(d). As expected, the
number of APCs deployed in figure 6(b) is smalleart the one in figure 6(a),
attributed again to the looser APC capacity comdtiatroduced in the experiment of
figure 6(b).

In the third phase of the first experiment the &@nto find the allocation oAPCsto
IWUs The APC requirements according to the arrangesnehfigure 6 are those
depicted in table 3. Figure 7(a)-(b) depicts tHecaltion of APCs to IWUs when the
APC network structure, the APC requirements, aed\t¥U capacity are known. The
results of figures 7(a)-(b) are obtained by apglythe simulated annealing-based

algorithm, for the APC network structure in figuks) and 6(c) respectively.

The second experiment aims also at the derivatiaiheo configuration of the radio
access network and of the interconnecting netwiankthe case of the 5x5 network
(figure 4a). As a first phase, we consider thewdion of the allocation of grids to
APT layout. Figure 8 depicts the allocation of grid APTs when the grid network
structure and the pertinent requirements are knodmumber of experiments is

realised, each time by altering the APT capacitye hrid structure is the square
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(Manhattan) grid structure of figure 4a, the lohdttoriginates from each grid area is

at most 11 Mbps and the maximum distartg, between the APT and the most

distant grid adequately covered is taken equal3&ih. For comparison reasons, the
capacity constraints introduced in figures 8(a) (i) are the same with the ones of
figures 5(a)-(b). Thus, the APT capacity is takgonad to 50Mbps in the experiment in
figure 8(a) and 100Mbps in the experiment in fig8(b). The results of figure 8 are
obtained by applying the simulated annealing-baasgdrithm, and after the APT
elimination sub-phase is conducted. From the obthnesults we observe that for the
allocation depicted in figure 8(a) the number of TAPdeployed equals to the
minimum number of APTs required, so as to satibfy ¢apacity constraints of the
APTs. However, for the allocation depicted in figuB(b) an additional APT is

deployed. This is owed to the stricter coveragestamts introduced ad,, is set

equal to 1,%Xm. When comparing the allocation depicted in figd(@) with the
allocation of figure 8(a), a differentiation in thesignment of grids to APTs could be
observed. This is attributed to the stricter cogeraonstraint introduced in the

experiment of figure 8(a).

In the second phase of the second experiment mhésao find the allocation dAPTs

to APCs The APT requirements according to the arrangesneintigures 8(a)-(b) are

those depicted in table 4. Figure 9 depict thecalion of APTs to APCs when the
APT network structure, the APT requirements, amdARC capacity are known. The
results of figures 9(a)-(b) are obtained by apgythe simulated annealing-based
algorithm, when the APT layout is the one depicied-igure 8(c), each time by

altering the capacity of the APCs. In a similar mam figure 9(c) depicts the APC

layout, when the APT layout is the one presentefigare 8(d). As expected, the

number of APCs deployed in Figure 9(b) is smalkantthe one in figure 9(a). This is

attributed to the looser capacity constraint inticetl in the experiment of figure 9(b).

In the third phase of the second experiment theisitm find the allocation oAPCsto
IWUs. The APC requirements according to the arrangesnehfigure 9 are those
depicted in table 5. Figures 10(a)-(b) depict tthecation of APCs to IWUs when the

APC network structure, the APC requirements, aredWU capacity are known. The
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results of figures 10(a)-(b) are obtained by apgythe simulated annealing-based

algorithm, for the APC network structure in figu@s) and 9(c), respectively.

The third experiment aims at the derivation of teafiguration of the radio access
and the interconnecting network for the case of tké network (figure 4b). The

assumptions that we made in this set of experimeaggrding service characteristics
and user preferences, are similar to those that wentioned in the first experiment.

The maximum distancd,,, is taken equal to BRm.

Figure 11 depicts the allocation of grids to APTrsew the grid network structure and
the pertinent requirements are known. The APT dgp& taken equal to 70Mbps

and 100Mbps, respectively. The results are obtaibgdapplying the simulated

annealing-based algorithm and after having condutte APT elimination sub-phase.
From the obtained results we observe that the nuofo&®PTs deployed equals to the
minimum number of APTs required, so as to satibfy tapacity constraints of the
APTs. Furthermore, as expected due to the loogmacdst constraint introduced in

figure 11(b), the number of APTs deployed in figadgb) is smaller than the one in
figure 11(a).

In the second phase of the experiment the objeit@find an allocation cAPTsto
APCs The APT requirements based on the arrangemetiiiguoé 11 are presented in
table 6. The derived allocation of APTs to APCgliigen in figure 12. The results of
figures 12(a)-(b) are obtained by applying the $atad annealing-based algorithm,
when the APT layout is the one depicted in Figutéc), each time by altering the
capacity of the APCs. In a similar manner, figui@¢c)-(d) depict the APC layout,
when the APT layout is the one presented in figLikél), each time by altering the
capacity of the APCs. As expected, the number a#\Beployed in figures 12(b) and
12(d) is smaller than the one introduced in figui&ga) and 12(c) respectively,
attributed to the looser capacity constraint in éx@eriments of figures 12(b) and
12(d).

In the last phase of this experiment the allocatd APCsto IWUs is found. The
APC requirements according to the arrangementsgafd 12 are those depicted in
table 7. Figure 13 depicts the allocation of APE@dWUs when the APC network
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structure, the APC requirements, and the IWU capame known. The results of
figures 13(a)-(c) are obtained by applying the d$ated annealing-based algorithm,
for the APC network structure in figures 12(a)-fespectively.

As a last experiment we consider the derivatiorthef configuration of the radio
access and the interconnecting network for the oégke 7x7 network (figure 4b),

where the maximum distanak,,, is taken equal to 1fom.

Figure 14 depicts the allocation of grids to APTreew the grid network structure and
the pertinent requirements are known. The APT dap& taken equal to 70Mbps
and 100Mbps, respectively. The results are obtaibgdapplying the simulated
annealing-based algorithm and after having condutte APT elimination sub-phase.
From the obtained results we observe that the numbAPTs that are deployed is
increased compared to the minimum number of AP@aired in order to satisfy the
APT capacity constraints. Again, this is attributedhe stricter coverage constraints

introduced, ad ,, is set equal to 1 &m. Furthermore, it is observed that the number

of APTs deployed in figure 14(b) is smaller thame thne in figure 14(a). This is

expected and attributed to the looser capacitytcaing introduced in figure 14(b).

In the second phase of the experiment the objeit@find an allocation cAPTsto
APCs The APT requirements based on the arrangemetiiguoé 14 are presented in
table 8. The derived allocation of APTs to APCgiigen in figure 15. The results of
figures 15(a)-(b) are obtained by applying the $atad annealing-based algorithm,
when the APT layout is the one depicted in Figudéc), each time by altering the
capacity of the APCs. In a similar manner, figus€c)-(d), depicts the APC layout,
when the APT layout is the one presented in figu#éd), each time by altering the
capacity of the APCs. As expected, the number a#\Beployed in figures 15(b) and
15(d) is smaller than the one introduced in figuiéga) and 15(c) respectively,
attributed to the looser capacity constraint inicet in the experiments of figures
15(b) and 15(d).

In the last phase of this experiment the allocattb APCs to IWUs is found. The
APC requirements according to the arrangementsgafd 16 are those depicted in
table 9. Figure 16(a)-(b) depict the allocation ARCs to IWUs when the APC
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network structure, the APC requirements, and th&J Idapacity are known. The
results of figure 16(a)-(b) are obtained by apmythe simulated annealing-based

algorithm, for the APC network structure in figudEs(a) and 15(c), respectively.
5. CONCLUSIONS

This paper addressed the problem of designing ddeo raccess network and the
interconnecting network of a future broadband fineckless communications system.
The architecture of the overall access segment prasented. Subsequently, the
problems were formally stated, optimally formulgtadd solved in a computationally
efficient manner by means of a heuristic algoritbased on the simulated annealing
approach. Finally, results were presented. Isswesfudrther study include the

following. First, the expansion of the set of hstics that may solve the problem.
Second, the fine-tuning of heuristics and the irgggn in an overall broadband fixed

wireless access planning tool. Third, the realisatf more general experiments.
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Figure 4: Square grid structure (Manhattan) repreeg the topology layout

32



s Service Type 1 us C, Blocking Probability
1 Basic Telephony 90 85 0.01
2 Telefax 30 170 0.01
3 Video Conference 180 1000 0.01
4 D.B Browsing 180 85 0.01
5 D.B Access 30 1850 0.01
Table 1: Service Related Characteristics
O— OO TO—OT0O O—O11T-0—GO—0G
O—0 ©) ©—0 )
O—@+—F® ©) W—®—0@E ©)
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Figure 5(a)-(d): Allocation of grids to APTs anckthesulting APT structure, when
the grid structure is the one depicted in Figure the maximum distance is taken
equal to 3Km and the APT capacity is in the ordes@Mbps and 100Mbps,

respectively. The simulated annealing algorithrapplied.
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APT Location
APT APT Load
Number (Mbps)
a b a b
1 5 I 44 88
2 7 9 44 99
3 9 22 44 88
4 16 44
5 19 33
6 21 33
7 25 33

Table 2: APT requirements for the structure of fegu5(a)-(d)

(b)

(©)
Figure 6(a-b)-(c): APC coverage in our experimentgen the APTs layout is the one

in Figure 5¢ and 5d, the respective APTs requirdsiare presented in Table 2 and
the APC capacity is in the order of 150Mbps, 1708Mapd 190Mbps, respectively
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APC APC L ocation APC Load
Number (Mbps)
7a 7b 7c 7a 7b 7c
1 9 9 9 132 165 187
2 19 16 22 66 110 88
3 21 77

Table 3: APC requirements for the structure of fegu6(a-b)-(c)

(a) (b)

Figure 7(a)-(b): IWU coverage in our experimentsien the APC structure is the one
in figures 6(a) and 6(c) and the respective APCQinements are presented in table 3.
The IWU capacity is in the order of 150Mbps andN3bfs, respectively.
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Figure 8(a)-(d): Allocation of grids to APTs anckthesulting APT structure, when
the grid structure is the one depicted in Figure the maximum distance is taken
equal to 1,5 Km and the APT capacity is in the oaf&0Mbps and 100Mbps,
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respectively. The simulated annealing algorithrapplied.

APT Location
APT APT Load
Number (Mbps)
a b a b
1 7 44 44
2 9 9 44 66
3 10 17 33 66
4 17 19 44 99
5 19 44
6 22 33
7 25 33

Table 4: APT requirements for the structure of fegu8(a)-(b)
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(@) ()

(€)

Figure 9(a-b)-(c): APC coverage in our experimentgen the APTs layout is the one
in Figure 8a and 8b, the respective APTs requirdsiare presented in Table 4 and
the APC capacity is in the order of 80Mbps, 170Méapd 170Mbps, respectively.

APC APC Location APC Load
Number (Mbps)
10a 10b 10c 10a 10b 10c
1 7 10 7 44 110 110
2 9 17 17 77 165 165
3 22 77
4 25 77

Table 5: APC requirements for the structure of fegu9(a-b) and 9(c).
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: é é)

(@) (b)

Figure 10(a)-(b): IWU coverage in our experimentsien the APC structure is the
one in figures 9(a) and 9(c) and the respective A&Llirements are presented in
table 5. The IWU capacity is taken equal to 170Mdopd 280Mbps, respectively.
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Figure 11(a)-(d): Allocation of grids to APTs artktresulting APT structure, when
the grid structure is the one depicted in Figure the maximum distance is taken

equal to 3Km and the APT capacity is in the ordef@bps and 100Mbps,
respectively. The simulated annealing algorithrapplied.
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APT APT Location APT Load
Number (Mbps)
a b a b

1 9 66 66
2 11 11 66 99
3 13 28 66 99
4 27 30 66 88
5 30 32 66 99
6 32 41 66 88
I 41 66

8 43 33

9 46 44

Table 6: APT requirements for the structure of fegul1(a)-(b)

N (b)

(€) (d)

Figure 12(a-b)-(c-d): APC coverage in our experirtsawhen the APTs layout is the

one in Figure 11c and 11d, the respective APT megoents are presented in Table 6

and the APC capacity is in the order of 140Mbp€Mtips, 190Mbps and 300Mbps,
respectively.
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APC APC Location APC Load
Nurrnbe (Mbps)
13a 13b 13c 13d 13a 13b 13c 13d
1 9 27 9 30 132 198 165 253
2 13 30 32 41 132 165 187 286
3 30 32 41 132 176 187
4 43 33
5 46 110

Table 7: APC requirements for the structure of fegul2(a)-(d)
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(©)

Figure 13(a-b)-(c): IWU coverage in our experimenttien the APC structure is the
one in figures 12(a)-(c) and the respective APQunesments are presented in table 7.
The IWU capacity is in the order of 280Mbps, 350Mbpd 360Mbps, respectively
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Figure 14(a)-(d): Allocation of grids to APTs artketresulting APT structure, when
the grid structure is the one depicted in Figure the maximum distance is taken

equal to 1,5Km and the APT capacity is in the oferOMbps and 100Mbps,
respectively. The simulated annealing algorithrapplied.
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APT APT Location APT Load

Number (Mbps)
a b a b
1 9 44 44
2 11 10 44 44
3 13 13 66 66
4 23 16 44 44
5 25 18 44 44
6 27 27 66 66
7 37 37 66 66
8 39 39 66 66
9 41 41 66 99
10 48 33

Table 8: APT requirements for the structure of fegul4(a)-(b)
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(b)

(d)
Figure 15(a-b)-(c-d): APC coverage in our experitsawhen the APTs layout is the
one in Figure 14c and 14d, the respective APTsirements are presented in Table 8
and the APC capacity is in the order of 210MbpKN3Bps, 240Mbps and 300Mbps,

respectively.
APC APC Location APC Load
Number (Mbps)
16a | 16b | 16c | 16d 16a 16b 16c 16d
1 9 16 16 16 154 242 154 242
2 25 41 18 41 187 297 154 29%
3 27 27 198 231
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Table 9: APC requirements for the structure of fegul5(a)-(d)



(@) (b)

Figure 16(a)-(b): IWU coverage in our experimentien the APC structure is the
one in figures 15(a) and 15(c) and the respectiv€ Aequirements are presented in
table 9. The IWU capacity is in the order of 350Kllamd 310Mbps, respectively.
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