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Abstract—Worldwide Interoperability for Microwave
Access (WIMAX) family of standards have introduceda
flexible, efficient, and robust wireless interface.Among
other interesting features, WiMAX access networks fing
into play a flexible determination of the ratio betveen the
downlink and the uplink directions, allowing a relaion
width from 3:1 to 1:1 respectively. However, this
promising feature is not properly utilized, since litherto
scheduling and mapping schemes proposed neglect lih
this work, this challenging issue is effectively attessed by
proposing an adaptive model that attempts to adequaly
adjust the downlink-to-uplink sub-frame width ratio
according to the current traffic conditions. In the context
of a mobile WIMAX wireless access network, the Base
Station is enhanced with an error-aware Learning
Automaton in order to be able to identify the magntiude of
the incoming and the outgoing traffic flows and inturn to
suitably define the ratio on a frame-by-frame basis The
model designed is extensively evaluated under restiic and
dynamic scenarios and the results indicate that its
performance is clearly improved compared to schemes
having predefined, fixed ratio values.

Keywords-IEEE 802.16, Learning Automata, mapping,
OFDMA, WiIMAX

l. INTRODUCTION

In recent years, Broadband Wireless Access (BW.
systems have been gaining popularity as the newrgton of
wireless access infrastructure [1]. A broad
consortium, the Worldwide Interoperability for Mowave

Access (WIMAX) Forum has begun certifying broadban

wireless products for interoperability and comptiawith the
WIMAX standard [2]. WIMAX
metropolitan area networking (WMAN) standards depet

by the IEEE 802.16 group. The IEEE 802.16 group w

formed in 1998 to develop an air-interface standéod
wireless broadband.
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is based on wireless

In 2005, the IEEE group completed and approved IEEE
802.16e-2005, an amendment to the earlier IEEEL8$02004
standard that added mobility support. The IEEE 886@-2005
forms the basis for the WiIMAX solution for nomadind
mobile applications and is often referred to as iledlyYiMAX
[3, 4].

The WIMAX Physical (PHY) layer is based on Orthogbn
Frequency Division Multiple Access (OFDMA). OFDMA
enables high-speed data, video, and multimedia
communications and it is used by a variety of comuaé
broadband systems. OFDMA combines the Time Division
Multiple Access (TDMA) and the Frequency Division
Multiple Access (FDMA) schemes, resulting in allogi
multiple subscribers to make use of different badthv
regions in both the time and the frequency domdihg. time
domain is segmented into groups of OFDMA symbold an
each symbol is segmented into sub-carriers. Thdmmim
time-frequency resource unit that can be allocabgd a
WIMAX system to a given link is called a slot. Easlot
consists of one sub-channel over one, two, or tfEBMA
symbols, depending on the particular sub-chanraiza
scheme used. In essence, the OFDMA techniquepsmeible
for allocating PHY resources to Medium Access Gantr
(MAC) requests [2].

Figure 1 depicts a sample TDD frame structure fobife
WIMAX. The frame is divided into two sub-frames: a
downlink sub-frame followed by an uplink sub-frarafer a

mall guard interval. This interval is used for r&f
Interference avoidance between uplink and downdighals.
The downlink sub-frame begins with a preamble, Whis
used for synchronization and channel estimatiorterAthe

greamble, the Frame Control Header (FCH) is tratisd)i

which is a downlink control information used in piding
frame configuration information such as coding and
modulation information. Multiple users are allochteith data

a{ggions within the frame. These allocations areiéige in the

uplink and downlink MAP messages (DL-MAP and UL-
MAP) that are broadcast following the FCH in themdbtnk
sub-frame. Moreover, the MAP messages carry ussifsp
control information, required for the next sub-fesnsuch as
the sub-channel and the symbol of users’ transarisaind
reception. It is worth to note that the length tiela between
the downlink and uplink sub-frames is variable defined by
the downlink-to-uplink ratio. This feature could lléw

e-mail-dynamic modifications of communication requiremeintsan

efficient manner, altering the respective ratioaframe-by-
frame basis.
A typical IEEE 802.16e wireless access network joles a
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Figure 1. A TDD frame instance of mobile WIMAX wiess
communication.

full-duplex communication, in which the Base Stati(BS)
and the connected Mobile Stations (MSs) are the nvegor
entities that are involved. Firstly, the BS prowdthe air
interface to the MSs. Additional functions that nimy part of
the BS are the establishment, preservation andtemgince of
a feasible communication.

employing two major processes, the QoS schedulintythe
mapping [5]. Regarding the downlink sub-frame, QeS
scheduler is aware of the QoS requirements of tA&€ Mata
units and forwards these requests to the mappeen,Th
downlink program is constructed, upon the collectad the
downlink bandwidth requests and each MS is inforraledut
the time and the sub-frequency of its dedicateda.dat
Concerning the uplink sub-frame, the mapper coosran
uplink program, which defines the exact time anc th
frequency of all uplink MSs’ transmissions. Actyallthe
operation of the uplink QoS scheduler depends encil
admission policy of the system, which is out of swepe of
this work. The efficiency of the scheduling and thapping
processes dramatically affects the system perforeasince
requests that fail to be mapped are returned tadbgective
scheduler and their transmission is postponed tféeest one
entire frame. Recognizing this issue, the standarmpports
flexible and dynamic adjustment of the downlinkefolink
sub-frame width ratio, which may be varied from 811:1.
This feature could be noticeably beneficial consitg
different traffic profiles, variant multimedia tfaf etc.

Having in mind that most scheduling and mapping
approaches found in literature consider a stable,
predetermined, and likely arbitrary defined dowkidio-

The two-way communication between the BS and thgplink sub-frame width ratio, in this paper we emds to

various MSs is realized via the downlink and thénkpflows.
In the downlink direction, the BS is responsible delivering
data to the MSs, while in the uplink direction thSs send
data to the BS. Both directions are organizedriretirames.
Each frame is composed of two distinct regions ckdd to
the downlink and the uplink communication, the nblsub-
frame and the downlink sub-frame respectively. Way of
organizing the two sub-frames within the time franse
defined by the division duplexing technique empthyEixed
and mobile WIMAX standards support Frequency Daoiisi

effectively cover this gap, by proposing a fullyaptive
model. The model presented takes into account dainlink
and uplink feedback obtained by the mapping presessd
applies a learning from experience framework ineortb
adequately adopt to the traffic requirements. Haerling tool
designed comes from the Learning Automata (LA) aese
field and it appropriately processes the feedbabtained
along with the past recorded actions [6]. The meditiency
is calculated by its performance in terms of OFDkA&ources
utilization, service ratio, and allocation effeemess. The

Duplexing (FDD) and Time Division Duplexing (TDD) novelty of our approach lies in the fact that insttutes a

techniques. In the FDD technique both downlink aptink
sub-frames are transmitted simultaneously over erfit

dynamic and adaptive scheme for adjusting the dokxto-
uplink ratio based on the short-term network dyrami

carriers, so they have the same length. Some WiIMAX The rest of the paper is organized as follows. iGect
deployments are likely to employ the TDD mode, sint presents the fundamental concepts of LA and higtdighe
offers simplicity and flexibility, hence the TDDdenique is characteristics that make their application to mekwng
adopted in the proposed scheme for handling the twpwotocols an attractive approach. In order to sutiitte this

directions ordering within the OFDMA frame, focugiron
TDD-based WiIMAX wireless access networks [2].

Due to the fact that the standard does not prosjukific
algorithms for utilizing the available bandwidthrabgh the
OFDMA technique, an open research area is revealbith
focuses on effectively exploiting the available dhardth.
Nonetheless, the allocation and usage of bandwidtst abide
by some specific rules and restrictions. Due to GIRDs
nature the available bandwidth is formed as a timeedsional
allocation bin
dimension associated with frequency (height) arel dther
associated with time (width). Moreover, each downkli

in a rectangular shape, having thee o

claim, Section Il also briefly overviews represeiva LA-
based networking protocols that have recently aggei the
literature, focusing mainly on wireless ones, as iththe area
addressed by this paper. Section Ill describesectlaapping
techniques proposed in research literature. Sectign
describes the introduced adaptive model. Secti@valuates
the performance of the proposed model. FinallytiSecVI
concludes this paper.

1. APPLICATIONS OFLEARNING AUTOMATA IN
COMMUNICATION NETWORKS

request (or a set of requests that share common PHY

characteristics and is referred to as a burst) rfolkstw the
rectangular shape. More specifically, each downlieguest
should be formed as a two-dimensional rectanguitiinvthe
OFDMA allocation bin.

Many networks operate in environments with unkncamal
time-varying characteristics. For wireless netwprks
representative examples of such characteristics thee
network topology, the channel qualities, the |lcmatand total

OFDMA fastens the PHY layer and the MAC layernumber of network nodes and the inter-node distantae
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changing nature of such characteristics will profly affect
network performance. This fact significantly affethe design
of efficient networking protocols and as a consegee
adaptivity arises as one of the most important @rigs of
such protocols.

LAs are artificial intelligence tools that can pids
adaptation to systems operating in changing angiknown
environments. A LA is a finite state machine thatieracts
with a stochastic environment and tries to leam diptimal
action offered by the environment via a learningcpss.
There is a bidirectional information exchange bemwdhe
environment and the LA module. Specifically, the héts by
selecting a specific action from a pool of possidt¢ions and
the environment reacts to the action taken by priodua
feedback. The feedback is received by the LA andsit
appropriately processed so as to compute the raixinato
perform. The process is repeated and finally le¢adsLA to
select the best possible action from the pool aisfale ones.
The low computational complexity that a LA exhibésables
it to rapidly converge to the best action of thevimmment
with which it interacts.

LAs have found use in a large number of wireles§ransmission Control

networking protocols, enabling them to efficientiperate in
environments with unknown and time-varying propest[6-
25].

A brief background of the LAs follows. Letd =

slots is met. If this number is not an integer fpldt of the
frequency or the time dimension respectively, temaining
unallocated space remains idle. The authors in gy a
persistent mapping technique using a binary-trdleskarch
tree, but the final result indicates complex ogemtlimited to
eight users. Other attempts involve as a first stepinitial
request sorting in terms of the number of requestets and
as a second step either bucket definition and actmhation,
where the combined bursts define buckets [28] thuat
accommodated in a column by column basis into
allocation bin, or heuristic packing algorithmsloehting the
incoming requests in a two step procedure, commyifirst a
horizontal mapping and then vertical accommoddtaj.

Our previous work includes the design of variougppilag
schemes giving emphasis to the fairness issue 48d] the
QoS provisioning issue [31]. Nonetheless, receatiss on
determining the channel split ratio in WiIMAX wirske
networks [32-34] indicate a compelling researchaare
OFDMA-based BWA networks. In [32] the authors stullg
determination of downlink and uplink channel spétio for
TDD-based IEEE 802.16 wireless networks. They foons
Protocol (TCP) based traffind a
explore the impact of improper bandwidth allocatitm
downlink and uplink channels on the performancdGP. In
[33], the Dynamic Ratio Determination (DRD) algbrit was
presented. This work constitutes an initial attempstudying

the

{a,,a,, ...,a,},m < o be the set of actions available. At eactithe impact of efficiently determining the ratio, tbthe

instantk, the automaton chooses an actiqik) € A based on
its current action probability distribution p(k) =
{p1(k), p2(k), ..., P (KD} k = 0,1, .... It holds that

employed technique needs to be adequately tunemk stn
dramatically depends on the environment. Furtheeman
[34] the Extrapolated Ratio Determination (ERD) aalthm

™ p;(k) = 1,Vk. The action chosen by the automaton is th&as introduced, which applies a cubic spline exifapon

input to the environment which responds with a Iséstic
reaction or reinforcemeng,(k) € R € [0,1] whereR s the set
of possible reactions. Higher values of the reicdoment
feedback are assumed more desirable. dgetdenote the
expected value gf (k) givena(k) = a;. Thend; is called the
reward probability associated with actiom,1<i<m.

Define the index by d, = max;{d;}. Then the actiom, is

called the optimal action [24].

I"l. RELATED WORK

technique in order to estimate the appropriate ffati the next
frame. The ERD algorithm maintains a fixed-sizetdrig

vector that is used so as to extrapolate the redyewased on
the past valued stored in the history vector. Titodlem of the

adequate tuning also holds here, since the histecyor is

unaware of the traffic dynamics that take placemiadern

wireless networks.

The mapping algorithm designed in [35] presents
considerable assets in view of performance. Theafied
Adaptive Horizon Burst Mapping (AHBM) algorithm djgs
horizon-based allocation, creating initial pilotor f the

Existing scheduling and mapping techniques propased forthcoming requests. Large requests are accommeodast,

related research literature are inflexibly desigmaed define
static bandwidth allocations. Present mapping seseseem
to ignore the downlink to uplink load balance rapooposing
algorithms unaware of the efficiency of adaptivedétting the
downlink and uplink allocations. Various mappinchemes
designed for the downlink sub-frame have been mego
identifying the downlink bandwidth distribution asore
challenging issue than the uplink one because efstiape
rule, i.e., the requests ought to be shaped as-ditwensional
rectangular. Indicatively, the reader could see dfferts in
[26-30]. One of the earliest efforts in mapping ldobe found
in [26], whereby the Simple Packing Algorithm (SP)
designed to accommodate the incoming bandwidth estiqu
within the downlink sub-frame. The scheme involeetp to
bottom and left to right slot allocation, accommiiuiz
symbols (rows) and sub-channels (columns) for eaguest
in a First In First Out discipline, until the recied number of

leaving minimum remaining idle space, while pilotse
formed in a right to left and bottom to top mannlr.the
sequel, the remaining requests are mapped basetheon
horizons. Based on extensive evaluation experimettis
performance of the AHBM scheme seems to be imprewitd
respect to other leading schemes. Thus, it is adops the
main downlink mapping technique for the rest of study.
Even though, the AHBM involves a prediction tookbd on
hidden markovian chains in order to redefine timgtle of the
downlink sub-frame in accordance with downlink fiaf
profiles, it neglects the uplink part of mappin@gess.

On the other hand, the mapping process of the kiglirp-
frame is much simpler, since the rectangular regin does
not apply in that case. The standard applies a Isimp
accommodation technique that operates in a rowelykasis.
One after the other, uplink requests are schedintd the
uplink sub-frame, without occurrence of row cutgpod the
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accommodation of an uplink request, the followinge dis
sided directly next to it, without leaving gaps(j.idle slots).
In this manner, the set of uplink requests unifgriills the
allocation bin, until either all requests are mappe the bin
becomes full. This fixed and simple uplink mapptaghnique
is also adopted in this study.

V. ADAPTIVE MODEL PROPOSED

A. Motivation
Wireless networks constitute a highly dynamic emwinent

and movement estimation following users’ prefersnce

requirements and constraints as encoded in thepustles is
a quite cumbersome task. Thus, it may be easilgladed
that a predetermined traffic ratio definition withspect to the
downlink and the uplink directions would lead togatve
phenomena such as resource non optimal
inefficient bandwidth distribution, subscriber seesoutages,
data loss and transmission and reception delaysuseor
example consider the case of a fixed 1:1 downlozklink
sub-frame width ratio. In such a case, the netveorports a
potential high-speed uplink flow, which could betgquseful
at specific time periods during which high uplinkaffic
demands occur. However, this situation may lead
underutilization of the available network resoureesl poor
quality of service provisioning, since subscribénat need
bandwidth for downlink-oriented services (i.e., ddeading,
video and audio demand, online gaming, tele-conf&kare

performance is improved, and the adaptive naturethef
applied learning module is strengthened.

B. Adaptive Model Formulation

In this study, we exploit LA as the main adaptation
mechanism in order to determine, in the contexdawh frame,
the most appropriate downlink-to-uplink width ratim the
basis of the traffic observed in the past.

Let us assume th@wWw/ andUW/ denote the width values
of the downlink and uplink sub-frames of framg,
respectively. Also, ledd = {a,, a,, ..., a,,} denote the pool of
m possible actions. Due to the fact that each adtionlves
two distinct values (i.e., the downlink and the infpl sub-
frame width values) thd set could be reformed as follows,

A= {a, > (0w, uwW/),a, » (W), uw)), .., ap, -
(pw,,uw;])}, where the symbob stands for ‘corresponds

allocatidn,. Obviously, the pool of actions includes allsgible width

values that the downlink (or the uplink) may reeeiin
relation to the uplink (or the downlink) sub-frame.

In order for the reader to better comprehend the
aforementioned aspect, hereafter we provide arstilitive
example. Assuming a frame structure comprising yiab®ls
(i.e., 42 allocation columns), it holds thzw,” + uw,/ = 42,
Rhere1 < i < m. Furthermore, thel set is nowd = {a, -
(21,21),a, = (22,20), ...,a,5 = (33,9)}. It is clear that the
action pool reflects to a downlink-to-uplink widtatio from
1:1 (i.e.,.a; = (21,21)) to 3:1 (i.e.a45 = (33,9)).

For each fram¢g the LA decides an action from the ones

inadequately served, even though bandwidth ressurcg siaple in the pool, determining the downlinketphnk

potentially exist. In the light of the aforementezhaspects,
the decision on favoring each time a traffic dil@ttdepends
on the burstiness and the duration of the traffendnds.
Although the subscriber traffic profiles’ prediatiois an

arduous process, the consideration and adjustnoeshdrt-

term traffic dynamics constitutes an efficient awndite

accurate way for providing flexibility and effecimess on the
decision making. The current work follows this diien;

specifically, its main contribution is the provisioof a

rigorous, adaptive, and effective scheme for amfjgsthe

downlink-to-uplink width ratio in the BS side, folving the

short-term network dynamics.

Regarding the use of LA, in the context of thisdstuthe
environment is represented by the OFDMA
allocation process (i.e., the mapping process)|enthie pool
of actions is expressed by the available downloyaplink
width values in accordance with the adopted codind sub-
channelization techniques. The feedback productatiso the
LA module, supporting the learning process towatks
optimal action, while it is associated with theoemate of the
action taken in order to further adjust the LA’sneergence
speed.

Our work allows for dynamic tuning of the convergen
speed of the LA mechanism, thus designing an eware
LA structure. Specifically, the learning procesgiqdically
calculates the learning error rate; the convergespeed is
accelerated if the error rate is high, while itdiscelerated if
continuing correct decisions are observed. In thégner, the
learning process becomes more accurate,

width ratio for the forthcoming frame. The decisiah each
framef is supported by a probability vector, which repras
the probability distribution for selecting one dfet possible
actions from thed set. The probability vector at franfeis

defined as followsp(f) = {p:(f), p2(f), --., b (f)}. It holds
thatyi2, p;(f) = 1.

C. Feedback Definition

Each action taken by the LA is followed by a feedba
generated by the mapper as a reaction to the ngppotess
performed. Figure 2 illustrates the assumed arctite. In
essence, the feedback directs the LA towards optacidon

resourcgelection (i.e., selection of the most appropradenlink-to-

uplink ratio) aiming to accomplish two main objeet: a)
dynamic reallocation of the available space in edaoce with
the traffic requests, considering both uplink anavdlink
directions and b) load balancing. Dynamic adjustnadrthe
allocation space results in bandwidth reassignnfremh the
one sub-frame to the other. Specifically, the agapinodel
proposed is able to sense whether the one sub-fraguires
more bandwidth than the portion it was granted alsd to
check whether the other sub-frame could provide dkiga
space required. In other words, the model propdsedble to
reallocate more space, in terms of symbols, todinection
that needs it more on a frame-by-frame basis. fstance, if
the adaptive model senses that the downlink suhéra
produces large portion of idle slots, while theinipl

the system
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bandwidth requests fail to be accommodated dudidoation
space insufficiency, then it reallocates the atdélaspace by
readjusting the downlink-to-uplink ratio, grantingiore
symbols to the uplink direction in accordance, afirse, with
the standard restrictions (i.e., within the 3:1.tb range).

Load balancing is the second objective of the adapt
model proposed. In case both directions exhibitlamtraffic
demands, they are fairly treated by the proposedeindo be
more specific, if the model senses traffic load iksrities
amongst the two directions, it modifies the dowkita-uplink
width ratio in order to provide load balancing. Fotample,
under heavy traffic conditions regarding both diiats, i.e.,
both sub-frames require more allocation space, riuslel
proposed favors the sub-frame that needs largeiopoof
bandwidth, so that the amount of bandwidth grartedhe
sub-frames proportional to their traffic needs.

Thus, feedback definition is related to the outpfitthe
mapping processes. Both mappers endeavor to accdateno
all (downlink / uplink) requests to the allocatiepace given.
Upon the completion of the request allocation psscesach
mapper informs the adaptive model about the procesdts.
The results are formed based on two critical perforce
metrics: a) the unserved_slots”, which refer to the
cumulative number of requests that fail to get anomdated
at each sub-frame of fram@gand b) theidle_slots’, which
denote the total number of wasted slots within

corresponding sub-frame of fram@ Let feedback]; and

downlink/uplink sub-frames. For example, considgrid2
total slots as presented in the example in SedhoB, if
current_action = 1, which means thaturrent_action”
corresponds tae;, the downlink-to-uplink width ratio is 1:1
and each sub-frame shares 21 symbols. Then aéerefs f
transmission, the Automaton is able to compute the
next_best_action’ (i.e., the most suitable action on the basis
of the feedback produced from the system). Foairt, if the
Automaton decides anext_best_action” greater than
current_actionf by one, then next_best_action” = 2,
hencenext_best_action” corresponds tax,, fact that alters
the ratio in such a way that 22 symbols are dedtioethe
downlink sub-frame and 20 to the uplink one. Fanfef the
following if-elseif block describes the way of associating the
current_action’ and feedback providetext_best_action’.

IF feedback£ >0 AND feedback{: < 0 THEN
NeXtpest, o, = CUTTEnt_action’
+ min(|feedback£|, |feedback{:|)
ELSE IF feedback’, < 0 AND feedback!, > 0 THEN

next_best_action
= current_action”

- min(|feedback£|, |feedback£|)
ELSE IF feedback’, > feedback) THEN

next_best_action
= current_action”

eedback’ — feedback’,
+ d u
2

ELSE
next_best_action
= current_action”

eedback’, — feedback’,
d U
2

END IF

The block describes the conditions that should Hold
assigning allocation space from the downlink toinkplsub-

thitame and vice versa. The first two conditions &hetether

the downlink (firstif) and the uplink (secondlse-i) could
offer extra allocation space to the uplink and tteevnlink

feedback], denote the feedback generated considering th@b-frame, respectively, in line with the dynangalfocation

downlink and uplink direction, respectively. Based the
above, the feedback provided by the system at aotef is
given by the following equations:

unserved_slotsg — idle_slotsq

H
unserved_slots{: — idle_slotslfl
H

f—
feedback, = [

feedback{: = [

objective. This is possible in case negative feekibes
returned with respect to one sub-frame, meaning tha
comprises at least one idle symbol. The two lattarditions
balance the relation of both sub-frames in caseetig not
sufficient allocation space for satisfying all regts at both
downlink and uplink directions following the loadlancing
objective. It is clear that no negative values eemitted for
both current_action” and next_best_action parameters.

Where H symbolizes the allocation bin height. Therurthermore, both parameters are not allowed t@exkdhe

allocation bin height defines the height of the ke
allocation OFDMA bin. In essence, the paraméd{atefines
the number of available subcarriers in the frequatmmnain.

At frame f — 1 the Automaton decides on an action from

maximum value oA set that could violate the ratio rules.

D. Probability Updating Algorithm

the setd of the possible actions, which corresponds to the The adaptivity of the proposed model lies in the

definition of the width values for each sub-franfer the

incorporated learning mechanism, which enables the

following frame f. In the following, we have assumed tha@djustment of the action probability vector based past
current_action’ corresponds to the selected width of th@xperience. Upon the reception of the feedbackigeavby
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the system at each fram& the Automaton calculates thetaken, a normalized error functiol(model_errorf) is
next_best_action and then updates its action probabilitydesigned, taking into account the portion of thedelcerror
distribution. The method adopted is based on thdatipg after the transmission of the current frafne

scheme of an S-model linear Reward InactiShg(;) LA

[35]. Thenext_best_action’ should be rewarded, increasing, I(model_error!) =
thus, the probability of selecting the specificiactin the - T1-—e
future, whereas all other actions should be peedliby

decreasing the respective probabilities. Initiallyall wheremodel _error/ lies within [0,1] and receives the zero

probabilities are taken equal f? wherem denotes the total Value when the decision reached by the automatooriect.

number of possible actions. For each frame, theptada Specificallly, model_error/ is given by the following
model chooses the action associated with the Iargeesquat'on'
probability. The procedure is depicted Atgorithml At this

point it should be mentioned that the paramelesda are 401 errorf =
associated with the convergence speed of the Aatomend N

they will be discussed in a detailed manner in fillowing

[1 —e (1—model_errorf)]

|current_action — next_best_action/|

m-—1
At this point it should be mentioned that in casecorrect

subsection. decision taken for framg, it stands thaturrent_action’ =
next_best_action”. It may be easily observed that the
Algorithm1 : Probability Updating following equations hold:
Setp, = L I( lim model_error’) —» 1
Di = m model_errorf -0
FOR each framé I( lim model_errorf) - 0

model_errorf -1
In order to adjust parametkrin case of correct decisions, a
correctness factor is defined, expressing the qonif correct

Calculate the next_best_action”
FOR each actiom

IFaction # next_best_action” THEN decisions during a specific time window. Supposinat the
Sep,(f + 1) = pi(f) = L(p:(f) — @) number of the correct decisions considering thevipus W
ELSE frames is denoted h¥, the correctness factor is given by the
SePnext,best,action(f"'l) = Pnext?best?action(f) following equation:
+ L( Pnext_best_action(f) —a)
END IF model_correctness’ = £
Choose the maximum probability and w
SELIt Peurrent actionf+! The model_correctness’ factor ranges from 0 to 1 and
END FOR represents the model's accuracy during the previdds
END FOR decisions made. In a similar manner to the definitiof
E. Convergence Speed I(model_error”’), thel(model_correctness’) is defined as

In Algorithm1, parameten is employed in order to prevent follows:

reaching zero probabilities; in the context of tkisdy it I(model_correctnessf) = 1 !

[1 _ e(l—model,correcrnessf)]
assumes a very small, fixed value (el@;*). L governs the Similarly, it holds: —e

convergence speed of the learning process; it itotest a lim model_correctness’) - 1
critical parameter, especially in a highly dynamand model_correctnessf -0 -
unpredictable environment such as a broadband essel I( lim model_correctness’) — 0

; ; . : f
access network supporting mobile and nomadic usétts model_correctness’ ~1

unknown and unpredictable profiles, thus, it shoudd
carefully handled. Setting to an arbitrary fixed value, as
many research works do, leads to constraining dpalilities
of the automaton, as the convergence speed restaing, not

According to the designed model, a higher number of
correct decisions taken during the previoMg frames
corresponds to a higher decrease in the value rainpterL,

followi h . d . leatiaf th as it is indicated that the best action is reachi¢ld respect to
ollowing the environment dynamics. A poor seleotdf the o c\rrent traffic situation observed. Finally parameter is

L parameters value may lead to multiple continUOU§etermined on a frame-by-frame basis according to
erroneous decisions, leading to performance detjcadan Algorithm2

this work, L parameter is dynamically adjusted, allowing the
Automaton to adapt to network dynamics accordingh® Algorithm2 : Determination of thé parameter
following effective rule [36]: increase the speedl@ang as the  gqt; — initial value

decisions are erroneous and decrease the speedgaad the FOR each framé

decisions are successively correct. In this manergoneous

> . . : ; IF current_action” = next_best_action” THEN
decisions are quickly corrected by increasing tearring

Setl. = L — Li(model_correctness’)

speed, minimizing, thus, their negative impacthe system, ELSE
while correct decisions are rewarded, decreasiegearning Setl = L + Ll(model_errorf)
speed when the best action is reached. END IF

In order to adjust parametér in case of erroneous actions END FOR



Revision of ISJ_1703

TABLE |
LEARNING AUTOMATON PARAMETERS

TABLE Il
SIMULATION ASSUMPTIONS

L initial_value 0.015 Channel Mode PUSC
a 0.0001 Frame Length 10 ms

w 100 Preamble Size 1 Symbol

MAP, FCH Sizes 2 Symbols

F. Complexity Analysis

Downlink sub-frame Symbols 21 to 33 (1:1 to 3:1ajat

In this section the complexity of the proposed didap

Uplink sub-frame Symbols 21109 (1:1 to 3:1 ratig

)

model is examined. Low complexity is a primary desgoal
keeping the operation simple, flexible, and scaablhe

630 to 990 slots
(1:1 to 3:1 ratio)

Downlink sub-frame capacity

operation of the proposed model includes the pritibab
updating algorithm Algorithm1) and the determination of the

630 to 270 slots
(1:1 to 3:1 ratio)

Uplink sub-frame capacity

L parameterAlgorithm3?. By investigating the computationa

Request length 64-1518 Bytes

requirements of the probability updating algorithwme can

easily infer that the complexity of the whole op&na is

O(m), since the algorithm is responsible of updating th

Buffer Length 1MB
Shape Parametega 1.6
Shape Parametega 14

probability vector oin size. On the other hand, the complexity

of the determination of thé parameter process i®(1),
because it includes an if-else block. Hence, th&alto
complexity of the proposed model is quite low amdwgs
linearly to the number of the possible Automatoticas ().
Given that a typical value of the parametaris 13, as in
subsection IV.B presented, the complexity of theppsed
model is not a limitation for real-time application

V. EvALUATION OF THE MODEL PROPOSED

A. Motivation

The performance of the proposed adaptive model
evaluated in this section. The evaluation environinha@s been
designed in Matlab. In particular, the simulators haeen
implemented in Matlab 7.11.0 (R2010b). The simaolati
experiments have been conducted in a 64-bit laptopputer
with Core i7 Processor and 6Gb RAM. Comparativelltes
have been obtained regarding the effectivenessefodel
designed with that of schemes keeping static aedgfined
the downlink-to-uplink width sub-frame ratio. Fuetimore,
evaluation results have been obtained by compatirg
proposed model with similar works such as the DRBJ and
the ERD [34] algorithm. Therefore, six algorithmavk been
implemented in the simulation experiments conductgdhe
adaptive, error-aware LA model proposed, whichejgable of
adjusting the ratio from 3:1 to 1:1 on a frame-bgnfie basis,
b) the staticl:1 approach, which keeps the ratidblst and
equal to 1:1, c) the static2:1 approach, which ta#is a fixed
ratio of 2:1, d) the static3:1 approach, which esgpla static
ratio of 3:1, e) the DRD algorithm, which appliéee tcubic
spline extrapolation in order to determine the napgiropriate
downlink-to-uplink width ratio, and f) the ERD algtm,
which uses a static automaton to estimate the dokvin-
uplink width ratio. For each algorithm, both dowiand
uplink directions have been considered, while alhesnes
adopt the AHBM algorithm [35], as the mapping altjon
concerning the downlink sub-frame and the standgoiithk
mapping scheme, as described in Section IV, reggrthe
uplink sub-frame.

The simulation environment has been designed
accordance with the following mobile |IEEE 802.1@wwrk
parameters: The well-known Partially Used Sub-

Channelization (PUSC) mode (the most common fregyuen
diversity mode for practical mobile communications
environments) is adopted, hence the frame defifediferent
channels. Furthermore, the time is subdivided ifii@d
frames, whereby each frame lasts for 10 ms. Unter t
assumption, three symbols are reserved for coninol
formation (one symbol for preamble, and two symbiols
MAP and FCH fields) and are excluded from the aaldéd
slots for satisfying allocation needs, while theaitable
symbols for the formation of the downlink and th@ink sub-
frames depend on the downlink-to-uplink ratio. Baling the
standard restrictions, the ratio may vary from 1013:1,
ét?lowing 21 to 33 available symbols to be utilizéat the
downlink sub-frame and 21 to 9 symbols availablaiptink
sub-frame. Since the allocation bin is constructsd 30
channels, the downlink sub-frame defines a rectangu
allocation space of 630 (30x21) slots, under 1tibréao 990
(30x33) slots, under 3:1 ratio, while the uplinkbstame
defines a rectangular allocation space of 630 (3]>s2ots,
under 1:1 ratio, to 270 (30x9) slots, under 3:loratherefore,
the staticl:1 scheme offers 21 available symbolsaith sub-
frame, resulting in 630 slots allocation space eadttte
static2:1 gives 27 and 15 available symbols to dimkrand
uplink sub-frame respectively, and static3:1 altesé83 and 9
available symbols to downlink and uplink sub-frame
respectively.

The proposed error-aware LA operation involves the
following tuning parameters, thenitial value of L
parameter, which governs the convergence speedhef t
learning process, thex parameter, which prevents the
probabilities of receiving the zero value, and ifigparameter,
which constitutes the history window of definingeth
model_correcteness” factor. During the simulation
experiments conducted the above parameters havesetas
follows: initial_value = 0.015, a = 10™%, and W = 100.
Furthermore, the pool of possible actions defingégpdassible
selectionsy = 13). LA parameters are summarized in Table
l.

The traffic generated for both flows follows thdfsemilar
traffic model, generated as an aggregation of plelsources.

ultiple Pareto-distributed ON/OFF periods are eyl
producing the traffic requests of each source vdttape
parameteti,y = 1.6 andaygr = 1.4. The scheduler forwards
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TABLE IlI TABLE V
WIRELESSCHANNEL PARAMETERS SCENARIOII & Il TRAFFIC ASSUMPTIONS
Probability Modulation and Bits per slot]

0.05 Outage 0 Scenario Il Scenario lll

0.15 QPSK-1/2 48 Mean Uplink Mean Mean Mean

82 1222\(/'31/;12 9762 Traffic Load Downlink Downlink Uplink

0.3 16QAM-3/4 144 (per MS) Traffic Load Traffic Traffic Load

(per MS) Load (per MS)| (per MS)

Ethernet frames to both mappers, whereas each fremgéh
varies from 64 to 1518 Bytes. Two buffers, one &ach | 0-05Mbps 0.05-0.5 0.05 Mbps 0.05-0.5
direction, temporarily store the traffic requestoni the Mbps Mbps
scheduler to the mapper. The buffer capacity fothbp 0.1 Mbps 0.05-0.5 0.1 Mbps 0.05-05
directions has been set equal to 1 MB. The mairulgition

: : . Mbps Mbps
assumptions are summarized in Table II.

The number of bits per slot a MS receives depemdghe | 015 Mbps 0.0505 |  0.15Mbps 0.05-0.5
chosen modulation and coding scheme, which in degends Mbps Mbps
on its radio channel condition. In essence, thelamof bits 0.2 Mbps 0.05-0.5 0.2 Mbps 0.05-0.5
per slot is given considering specific modulatiord acoding Mb Mb
schemes obtained by the adaptive modulation scheme ps ps
supported by the standard. For each frame the B§egathe 0.25 Mbps 0.05-0.5 0.25 Mbps 0.05-0.5
channel condition of each MS and determines theutation Mbps Mbps
and coding schemes. We consider different protiggsilifor 0.3 Mbps 0.05-0.5 0.3 Mbps 0.05-0.5
MSs to receiving modulation and coding schemesthia Mbbs Mbbs
manner, for each frame, MSs’ requests in bytesasseciated P P
to slots based on specific probabilities [37, 3&jr example, 0.35 Mbps 0.05-0.5 0.35 Mbps 0.05-0-5
it is assumed that a MS receives QPSK-1/2 chanatlswith Mbps Mbps
probability equal to 0.15. Additionally, on stimtifeg the 0.4 Mbps 0.05-0.5 0.4 Mbps 0.05-0.5
realism of the simulation environment we consideatta MS Mbps Mbps
may experience outage, having probability equdl.0®, if its
channel condition is tos bad. The distribution ashabities | 020 VPS | 00505 | 0.45Mbps | 0.05:05
in each modulation and coding state changes aduSs Mbps Mbps
forming a practical wireless environment. In pregfifor each| 0.5 Mbps 0.05-0.5 0.5 Mbps 0.05-0.5
data packet being transmitting either in the domklor the Mbps Mbps
uplink direction the wireless channel parametere ar

randomized for each MS. Table Ill summarizes theelss
channel parameters.

It is assumed that each MS requests one burstaaef[5].
This assumption is justified by the fact that eddB may
request or send a batch of data packets sharingsahee
physical characteristics (i.e., modulation and og}i so all
could be formed as a whole burst. It is consid¢natia burst

TABLE IV
SCENARIO| & |V TRAFFIC ASSUMPTIONS

Time 0-10| 10-20 | 20-30 | 30-40 | 40-50 | 50-60
secs | secs | secs | secs | secs | secs
Mean 1 0.75 0.5 0.25 0.25 0.1
Downlink Mbps | Mbps | Mbps | Mbps | Mbps | Mbps
Traffic Load
(per MS)
Mean Uplink | 0.1 0.5 0.75 | 0.75 1 1
Traffic Load | Mbps | Mbps | Mbps | Mbps | Mbps | Mbps
(per MS)

length may varies from 1 - H - DWlf and 1to6-H - UWlf
slots, which approximately correspond to 1600 Byteser
QPSK-1/2 status (minimum operational channel cdooms),
regarding the downlink and the uplink directionpestively.
The performance evaluation involves three metr&sthe
mean number of unserved MSs, which expresses tti®ipo
of MSs that fail to be accommodated in both downland
uplink sub-frame due to lack of resources, b) tleamnumber
of unserved slots, which denotes the total numbsiads that
fail to find allocation space in both sub-frame®da lack of
resources, and c) the mean number of idle slotdchwh
indicates the utilization of the available allocatibin.

B. Evaluation Scenarios

Four evaluation scenarios have been designed ier dacd
extensively study the performance of the adapgver-aware
model proposed. In the first scenario the perforreaof the
proposed adaptive model is compared with the tlstadc
schemes under dynamic traffic conditions.

Specifically, it is assumed that the downlink ahd tiplink
request traffic flows change every 10 secs, duvitich the
traffic flows are continuously shifted. The numbef
connected MSs alters from 1 to 20. Each experirhastbeen
conducted for 10 minutes of continuous network afien.
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Figure 3. 1 Scenario: Mean number of idle slots as the nurober
connected MSs increases.

w;
o -
~

- — T T T T T T T T T T T
» || 7o Staticl:l T T O A e N
2 ||-= Static2:1 [ T R T A R R N R A
> Static3:1 [ T R T A R R N R A
215 vEnorawareu—\——\—+—k—\——\—+—#—\——\—4—+—F—\—4——
5 T L T T S O S B B B |
2 | \ \ T T T (S (O S B S B G|
2 [ T R R R
[T R R T el e e S e e L Rt Tt et S
2 [ R e e
£ [ R e N N
5
2 T e
N v
g T e
I e -~
R = I \ \
N N S N S — Y = S i 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Mean number of connected MSs

Figure 4. ¥ Scenario: Mean number of unserved MSs as the numbq_

of connected MSs increases.

N
Is)
S

- T — T
@ —o~Staticl:1 [ | \ [ B N N A |
5 —=-Static2:1 T T O A e N
2 Static3:1 T T O A e N
£ 3000 »E"orawareL;—\——\—Jr Folm -4 =k = —l— 4 =+ - == 4/~
@ T T
2 [ \ T T T O T e A
2 [ T T T T O R R R N N N
22000 - d =+ -k —lm A= H =k == ==+ =k — =~ 4 — + — |
2 [ T e T R e e e e
£ T T T T T O T T O R
E]
c T T T T T T O T
S1000- —l— 4 — 4+ — b —l—- d— 4 bk e S 44
2 [ T e L |
[ e e N L | A
[ N N N L | ; 7 \ \
& & . -5 . > PN — S I A
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Mean number of connected MSs
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of connected MSs increases.

This time corresponds to 60000 consecutive frafilee.mean
execution
approximately. The detailed assumptions for th& ficenario
are clarified in Table IV.

The second and the third scenario explore theieffay of
the model suggested as the traffic load changdsotim cases,
the number of connected MSs is the same and etjual. In
the second scenario each figure is composed ofrdbelts
obtained from 10 different simulation runs, whemne uplink
traffic load per MS varies from 0.05 to 0.5 Mbpghwa step of
0.05 Mbps. The uplink traffic load values are degicin the
x-axis. Concurrently, for each one of the total sémulation
runs, the downlink traffic load alters from 0.05Q@d% Mbps
with a step of 0.05 Mbps for every 60 sec, meatirag each
simulation run carried out for 10 minutes of contins
simulation time. Hence, for each one of the terinkplalues
the downlink traffic load changes and the mean evafithe
performance metric is depicted. Similarly, in thed scenario

each figure is defined based on the results oldafrem 10
different simulation runs, where the downlink traffoad per
MS varies from 0.05 to 0.5 Mbps with a step of OMtaps for
every 60 sec, meaning that each simulation runechout for
10 minutes of continuous simulation time. Here, ihaxis
shows the downlink traffic load values. For eacle af the
total ten simulation runs, the uplink traffic loadters from
0.05 to 0.5 Mbps with a step of 0.05 Mbps for evé@ysec.
Thus, for each one of the ten downlink values tipdink
traffic load changes and the mean value of theop@idnce
metric is depicted. The selection of the traffiadovariations
aims at covering a wide range of possible traffoad
conditions. For example, the mean traffic load & varies
from 0.05 Mbps (low traffic load) to 0.5 Mbps (higtaffic
load). Traffic load (per MS) more than 0.5 Mbps &awo
beneficial impact in the evaluation, since it caudggh
portion of unserved MSs (per frame), and thereftire
assessment of the various schemes becomes vagutheOn
other hand, applying 0.05 Mbps as a low trafficdlqaofile
gives the opportunity to investigate the perforneamnd the
various schemes in an environment with
conditions, where the BS is able to manage all M&kout
losses. Table V summarizes the traffic assumptiohshe
second and the third scenario.

Lastly, the performance of the adaptive schemes
investigated in the fourth scenario. The proposedr@ware
A model is compared with the DRD and the ERD schém
order to infer about their efficiency. In particylé is assumed
that the downlink and the uplink request traffiovis change
every 10 secs, during which the traffic flows aoatinuously
shifted (Table 1V). The number of connected MSesralfrom
1 to 20 as in the first scenario. The fixed valfetree L
parameter adopted by the DRD algorithm is equaD.€i5,
while thea parameter was set= 10"*. On the other hand,
the ERD algorithm uses a history Bf= 100 past values in
order to apply the cubic Spline extrapolation tegha.

C. Evaluation Results

The results of the first simulation scenario ahestrated in
Figure 3, Figure 4, and Figure 5, which depict thean
number of idle slots, the mean number of unservé&s Mand
the mean number of unserved slots respectively.diear that

time of each frame was 0.00971697 sege adaptive scheme succeeds to a) reduce thempatithe

wasted (frame) allocation space, in terms of slbjsteduce
the mean number of the MSs that fail to find accadation
space per frame, and c) increase the serviceafthe system
by reducing the portion of bandwidth requests tiestirn to
the scheduler. To be more specific, as depictddgare 3, the
adaptive scheme presents the lowest mean numindie &flots
compared to all other static schemes, resultinghatable
improvements in the channel utilization, as the benof the
connected MSs to the system increases. In the saanaer,
as depicted in Figure 4, the adaptive scheme aebidu
reduce the number of unserved MSs as the numbehneof
connected MSs increases. In some case, e.g., Whanumber
of the connected MSs is near five, the achieved-énvgment
reaches approximately 50% compared to the statid8:b
worth mentioning that this metric examined is quitg@ortant,
since it expresses the pure system service raiothie mean

low traffic
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slots is depicted.

number of MSs that successfully got serviced bysystem.
Subsequently, similar results are recorded in Eidyrwhere
the adaptive scheme allows more bandwidth requedtsms
of slots to be successfully allocated per frame ganmad to the
static schemes. As expected, the adaptive natutteeaiodel
proposed emerges as the key feature that effegtaftdcts its
behavior. As the static schemes maintain a preséted and
fixed downlink-to-uplink sub-frame width ratio, tredaptive
model is able to adjust the ratio according tofitafynamics.
Hence, it manages to sense the relation of inconaind
outgoing bandwidth demands and therefore to deterrthe
most beneficial ratio in order to progressively moye the
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Figure 9. & Scenario: Mean number of idle slots as the downlin
load per MS increases. For each one of the ten lituwioad values
the uplink traffic load per MS varies from 0.05Q& Mbps with a
step of 0.05 Mbps for every 60 sec and the mearbeuwf idle slots
is depicted.
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system performance.

Figures 6, 7, and 8 verify the superiority of traaptive
scheme with respect to uplink traffic load altevati. Figure 6
shows the mean number of idle slots as the uptiald per MS
increases, Figure 7 depicts the mean number ofwveséSs
as the uplink load per MS increases, and FiguruStiates
the mean number of unserved slots as the uplirdk pest MS
increases for second scenario. As the second $genar
investigates the model efficiency considering stabplink
traffic conditions and variable downlink traffic mditions, it is
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number of connected MSs increases.

clear that the proposed scheme contributes bealkbici
towards increasing network performance, sincedhget of

bandwidth demands, by efficiently determine therat

Furthermore, as the number of the connected MSsfahia
to be accommodated increases as the uplink trad@d
increases, the adaptive scheme succeeds to retangerior
performance, offering considerable improvements pamed
to the static1:1 (i.e., 0.22 to 0.43 unserved M3s0f4 Mbps
uplink traffic load), to the static 2:1 (i.e., 0.820.8 unserved
MSs for 0.4 Mbps uplink traffic load), and to that&3:1 (i.e,
0.22 to 3 unserved MSs for 0.4 Mbps uplink trafbad). It
should be noted that the improvement comes without
sacrificing idle slots, since as the Figure 5 iatks the model
proposed succeeds to keep the portion of slot wadtav and
slightly lowest compared to all other schemes.

The third scenario results set confirm the abowelifigs.
Figure 9 depicts the mean number of idle slothasibwnlink
traffic load increases, whereby the adaptive scheragents a
slight improvement regarding the channel utilizatioThe
improvement in terms of channel utilization is maaj since
the adaptive model tries to grant symbols and foegeslots to
the direction that needs it more. In this manned an
considering that in the downlink sub-frame the aagular
rule holds sacrificing slots in order to server mMSs, there
is a trade-off between the utilization factor amhé tserving
ability of the system. Nevertheless, the schemepgwed
achieves better results for both performance neetkigure 10
illustrates the mean number of unserved MSs asldllink
traffic load increases, and again the static sckeseem to be
unable to absorb the impact occurred from the dyoamaffic
changes, while the adaptive scheme limits the pmdace
losses. Finally, Figure 11 shows the mean numbansérved
slots produced as the downlink traffic load gainsugd. As
expected, the findings are quite promising, sinde t
bandwidth losses per frame are limited compareitheostatic
schemes that present major insufficiencies (ehg.static3:1).

Finally, the fourth scenario confirms the supetioof the
proposed error-aware LA scheme in comparison wittiero
algorithms that are capable of determining the hvidttio in
an adaptive way. Figure 12 shows the mean numbédief
slots as the number of the involved MSs increaga®n
though the difference between the three schemsfgi#, the
proposed error-aware model succeeds to improvesyhem
utilization, by exploiting the potential resourc#s a more
efficient way. Similarly, Figures 13 and 14 verifye above

increasing the network throughput by carrying mOrgngings. The error-aware scheme achieves more ratecu

subscribers’ requests is fulfilled. Indeed, thig&d is achieved
without overshadowing the channel utilization that
expressed by the portion of idle slots, since thaofaton
keeps the mean number of idle slots low. It is obsithat the
performance of the adaptive scheme is always btttar the
static ones independently of the traffic relatiogtvieen the
downlink and uplink load. This fact verifies theildap of the
model designed to quickly adapt to the new traffiaditions.
The obtained improvement becomes evident consiglatin
least eight connected MSs. This happens due tdatitethat
eight or more MSs begin to press for extra bandw{éither
for uplink or downlink flow) and the system shoutake
sophisticated decisions to cover those needs. Kgefiked
downlink-to-uplink ratio, as the three static sclsmapply,
causes deficiencies regarding the system servitityalon
the other hand, the model proposed effectively masahe

downlink-to-uplink width ratio estimations than thather
adaptive schemes. This is obtained by exploring niean
number of unserved MSs in Figure 13, where the gseg
scheme attains minimum losses. In terms of unsesietd,
Figure 14 verifies the advantage of the error-aii#eDue to
its error-aware determination of the convergenceedp the
proposed model is able to provide the mapper wittueate
decisions. Moreover, it is capable of adaptingh® hetwork
load diversities. On the contrary, the DRD algarith
maintains a stable speed of adopting, resultingeiiher
premature estimations or delayed adopting. Accagigjnthe
ERD scheme is dramatically depends on its histentor that
remains fixed and unaltered to the various traffiranges
within the network. As a result, a portion of ERBegictions
is erroneous and induce network performance deticada
Overall, the proposed error-aware, adaptive scheeeens
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to be the most efficient one with respect to nelwasources
utilization, while the incorporation of the LA bdiaally

affects the mapping process, offering quick anceatife
adoption to the dynamic traffic conditions. In aaduh, it

achieves to effectively adjust the downlink-to-ngliratio to
satisfy extra needs for bandwidth, without oversivadg

allocation space, i.e., channel resources. Findlly, scheme
proposed succeeds in considerably reducing théopaof the
requests returned back to the scheduler in termslas,
increasing, thus, the network service rate.

VI. CONCLUSION

An adaptive model has been presented, aiming aiding
an accurate determination of the downlink-to-uplialdb-
frame width ratio on a frame-by-frame basis for it@obEEE
802.16 wireless networks. The design of the modebgsed
is based on an error-aware LA, which is able teratt with
the environment, to receive a feedback stemming fthe
mapping processes and to decide about the ratioe vy
taking into account the dynamic traffic conditioi$e idea
behind the proposed scheme lies in the efficiemtdiédth
reallocation between the downlink and the uplink-fame,
whereby potential idle allocation space is grarttethe sub-
frame that needs it more. Furthermore, a bandvatdtation
balancing mechanism is employed. According to nooner
evaluation experiments conducted, the behaviohefrodel
suggested could beneficially affect the performantethe
applied scheduling and mapping schemes, resultingiable
improvements in terms of system service ratio ahannel
utilization.
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