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Abstract: Highly competitive and open environments shouldoempass
mechanisms that will assist service providers icoaating for their interests,
i.e., offering at a given period of time adequatealdy services in a cost
efficient manner. Assuming that a user wishes tces® a specific service
composed of a distinct set of service tasks, witiegh be served by various
candidate service nodes, a problem that shouldleessed is the assignment
of service tasks to the most appropriate serviaesoThis scenario accounts
for both the user and the service provider. Speallfi, service providers
succeed in efficiently managing their resourcesijevasers implicitly exploit
in a seamless way the otherwise unutilized powet eapabilities of the
provider's network. In general, service task assignt is founded on general
and service specific user preferences, serviceigeos specific service logic
deployment and current system & network load camast The pertinent
problem is concisely defined, optimally formulatedd evaluated through
simulation experiments on a real network test bed.
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1 Introduction

Service provisioning in liberalised, deregulatedd acompetitive telecommunication
market is a quite complex process since it involvasous diverse actors (e.g., users,
service providers, (third party) application (conjje providers, brokers, network
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providers). The following are some key factors goiccess. First, the efficiency with
which services will be developed. Second, the gudkvel, in relation with the
corresponding cost, of new services. Third, thigieficy with which the services will be
operated, controlled, maintained, administered, &murth, the personalisation and
tailoring of services and applications to the useeds and preferences. The aim of this
paper is, in accordance with cost-effective QoSrigion and efficient service operation
objectives, to propose enhancements to the sogdtistn of the functionality that can be
offered by service frameworks in open competitigenmunications environments.

In accordance with the service oriented architestwsoncept (Parlay; OSGi, 1999;
Benatallah, 2003) and exploiting advanced softwaeadigms (e.g., distributed object
computing (Vinoski, 1997) and intelligent mobileeags (Morreale, 1998; Jennings,
1998)), the service logic is realised by a set wtbaomous co-operating components,
which interact through middleware functionality thans over Distributed Processing
Environments (e.g., CORBA, Parlay). Limited by teckeconomic reasons or
considering administrative, management and res#dierredundancy purposes it is
assumed that each service provider deploys seceicgonents realising service logic in
different service nodes, residing in the same andiféeerent domains. In the context of
this paper, domains represent different networkreads, thus, a hierarchical network
structure is adopted. Moreover, it can be envisdlgata service will in general comprise
a set of distinct service tasks, which could becated by different service nodes.

Highly competitive and open environments shouldoemgass mechanisms that will
assist service providers in accounting for thetieriests, i.e., offering at a given period of
time adequate quality services in a cost efficimanner, which is highly associated to
efficiently managing and fulfilling current userqguests. Thus, assuming that a user
wishes to access a specific service composed wftiaal set of service tasks, which can
be served by various candidate service nodes (C@Nspblem that should be addressed
is the allocation of service tasks to the most appate service nodes. In this paper, the
pertinent problem is calleskrvice task assignment. The aim of this paper is to address
the problem from one of the possible theoreticabpectives and to show the software
architecture that supports its solution and howcan be incorporated in service
architectures that run in the open environment.

This study is related to pertinent previous worktie literature, since efficient
resource utilisation, load balancing and job sclirdlare topics that attract the attention
of the researchers @smputational grids (interconnected networks of super-computing
centers) have become an emerging trend on higlnpeaihce computing (Special Issue,
2003). Most studies in the field of resource altmraschemes aim at efficiently utillising
the otherwise unutilized powers of resources sptieadighout a network. In most cases,
the problem is reduced to load balancing among ifspecodes. Different global
objectives could be considered, such as minimimatib mean service/task completion
time, maximization of resources utilization (e.@PU time), minimization of mean
response ratio (Tanenbaum, 2001).

The contribution of this paper lies in the follogimreas. First, the definition and
mathematical formulation (one possible version)hef service task assignment problem,
considering a multi domain distributed computingimnment. Our approach takes into
account the communication complexity introducedweetn the service components
involved in service provisioning process and, trausnodel for the communication cost
involved is provided. Through this work it is showtmat the overall problem can be
reduced to well-known optimisation problems, whazn be solved by relevant standard
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algorithms. Second, the presentation of a softwechitecture that supports the proposed
solution and may be incorporated in service archires that run in the open
environment.

The approach in this paper is the following. Thartstg point (section 2) is the
general description of the service task assignroentept, through the presentation of a
relevant business case, while the software elenmewpsired for the realisation of the
service task assignment process are identified.itidddlly, our assumptions regarding
the system model are presented. Sections 3 andedemir a concise definition,
mathematical formulation and optimal solution of thervice task assignment problem,
while one possible formulation of the communicaticost taken into account in our
framework is provided. Section 5 gives a set ofegixpental results on a network test
bed, indicative of the efficiency of the proposestvice task assignment scheme. In
section 6 the related research literature is lyrig8visited. Finally, in section 7
conclusions are drawn and direction for future plare presented.

2 General Presentation of the Service Task Assgnment Concept

This section starts from the description of theifess case (sub-section 2.1), through
which the role and importance of the service tasligmment concept can be understood.
Sub-section 2.2 provides the software architecinraerms of computational level
components that supports the proposed frameworkilewh sub-section 2.3 our
assumptions on the system model are given.

2.1 Description in terms of business level entities

Assume that a user wishes to access a specificsarffered by a service provider. The
service is composed by a distinct set of servisksa Each service task can be served by
various Candidate Service Nodes (CSNs), as depictEdyure 1. The choice of the most
appropriate service node engagement for the coimplef each service task (service task
assignment process) requires the realisation oftlihee general phases illustrated in
Figure 2.

The first general phase involves service indepentisks like user authentication,
authorisation, etc. It involves the user and arityethat will be calledDefault Service
Provider (DSP) residing in the Default Domain (DD). In ess& at the end of this phase
the user is enabled to request services. This phidlsaot be further addressed in this
paper.

At the second phase, the service task assignmeaesgs is conducted by tRervice
Provider (SP) entity, which is specialised in the assistawfcine service provider in the
open competitive communication environment. Thee&®accomplish this by providing,
maintaining and hosting (essential parts of) tHengwe that will conduct the service task
assignment process. In this respect, the SP isresbto play a co-ordinating role in the
second general phase, which is the core of thacsetask assignment process. At this
point the user has expressed the wish to accessea gervice. Involved in this phase
will be the SP, the DSP, the service provider's €3Nat could be deployed for the
provision of the service and the Network Providelated entities (NPs) in order to
handle the network resources (e.g., bandwidth)ireqdor service provision. In general,
service task assignment is founded on general andcs specific user preferences and
provider’s specific service logic deployment. Ibshd be noted that the appropriate SP is
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determined by the DSP at the end of the first gdnghase on the basis of the user
preferences and requirements regarding the reqlissteice.

In the third phase of the business case the re$utie service task assignment is
available, and hence the service usage can posgtiity in accordance with the specific
task assignment provided during the previous stage.

At this point, some concepts concerning the businease can be outlined.
Specifically, the scenario presented accounts & the user and the service provider.
Specifically, service providers succeed in bett@maging their resources, while users
implicitly exploit in a seamless and transpareny we otherwise unutilised power and
capabilities of the provider's network. Thus, tHe &ssists service providers in equitably
and efficiently distribute their resources, in egseleading to a higher level QoS service
provision to the users.

Based on the described business case we may pritnadggh level definition of the
pertinent design problem. This means that we shoefihe the cost function and specify
the constraints that derive from the requiremeit§pomarily) the user with respect to
the service requested and the provider’s poligiegonjunction with the current load
conditions as well as the capabilities of the smrwodes and the network resources
availability. The solution in our case should pd®ithe minimum cost assignment of
service tasks to service nodes.

The user requirements may be characterised in tefrasrvice preferences. Service
preferences yield the service tasks needed foséhéce provision, as well as the load
that will originate from each service task, whiclaynbe expressed in terms of an
associated with each service task, CPU time, meraady disk resources. In essence,
these values correspond to the service node CPé& tnemory and disk space required
by the service task, so as it is adequately pravide

The cost function of the service task assignmemblpm may consist of the
following factors. First, the cost of the servicedes that need to be deployed (involved
in the solution). Second, the communication costahponents between the service
node that has primarily undertaken the executiothefservice task requested and the
service nodes that may as well be involved in twmplishment of the specific service
task (e.g., one may consider the case of a setasterequiring additional processing to
data retrieved from a database server). Thirdntheagement cost introduced due to the
assignment of service tasks constituting a sertedifferent service nodes. The
constraints of the problem derive from the captésiof the service nodes. These may be
expressed in terms of their maximum resources ({BU time, memory and disk space),
and probably, the maximum number of tasks they aamrol at the same time (e.g.,
number of parallel sessions). Regarding the netwagources, the link capacity
constraint is considered.

Taking into account the aspects outlined abovesreei@gl problem statement may be
the following. Given the set of service nodes ameirtlayout, the set of service tasks
constituting the required service, the resourceireqment of each service task in terms of
CPU time, memory and disk space, the cost of démjogach service node, the current
load conditions of each service node and of thevawdt links, find the minimum cost
assignment of tasks to service nodes (in termyi@fumber of nodes that need to be
deployed, the communication cost introduced dutigexecution of service tasks, and
the management cost imposed by the arrangemenjgctutn a set of constraints,
associated with the capabilities of the service esodnd the network resources
availability.
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2.2 Description in terms of computational level components

Service Architectures (e.g., Parlay) comprise #@iv that allow user authentication,
user profile control (inspection), and service ication. In our framework, thBefault
Service Provider Agent (DSPA) is the component that enables the init@deas to a
domain.

The feature that is not supported is the overak t& the service task assignment. As
a first step, this process requires a computatiomadponent that will act on behalf of the
user. Its role will be to capture the user prefeesn requirements and constraints
regarding the requested service and to deliver timeasuitable form to the appropriate
service provider entity. As a second step, sertas& assignment requires an entity that
will act on behalf of the service provider. Eaclieravill be to intercept user requests,
acquire and evaluate the corresponding service aadenetwork load conditions, and
ultimately, to select the most appropriate serviodes for the realisation of the service.
Furthermore, a monitoring module is required. Maoriitg module consists of a
distributed set of agents, which run on each sermicde of the service provider. Each
agent is responsible for monitoring the load cdod#& and available resources of the
service node and delivering them to the servicevides related entity. Finally, a
distributed set of network provider related entitigill be responsible for providing the
service provider entity with network load conditorand managing the network
connections necessary for the service provision.

The following key extensions are made so as to rcéive functionality that was
identified above. First, thEervice Provider Agent (SPA) is introduced and assigned with
the role of selecting on behalf of the service mter the best service task assignment
pattern. Second, th&lser Agent (UA) is assigned with the role of intercepting and
processing user requests and promoting the sereigeests to the appropriate SPA.
Third, the Service Node Agent (SNA) is introduced and assigned with the role of
promoting the current load conditions of a CSN.eBsence, the distributed set of the
SNAs forms the monitoring module. Finally, tiNetwork Provider Agent (NPA) is
introduced and assigned with the task of providingent network load conditions (i.e.,
bandwidth availability) to the appropriate SPAother words, the SPA interacts with the
UA in order to acquire the user preferences, requémts and constraints, analyses the
user request in order to identify the service tas@mstituting the service and their
respective requirements in terms of CPU time, mgnaod disk space, identifies the set
of CSNs and their respective capabilities, interasith the SNAs of the candidate
service nodes so as to obtain their current loadlitions and with the NPAs so as to
acquire the network load conditions, and ultimatdjects the most appropriate service
task assignment pattern for the provision of the&rdd service.

In more detail the interactions among the componati level components are as
follows. The UA interacts with the SPA and the SRi&racts with the SNA of each CSN
and with the NPAs handling the network resourclaské among the service nodes. The
aim of the UA-SPA interactions is to supply the SRMth user preferences and
constraints, while the aim of the SPA-SNA and SPRANinteractions is to obtain the
corresponding load conditions of each CSN and efréspective links in order to select
at the final stage the most appropriate servidedasvice node deployment pattern.

The tasks outlined require a method that will eea@rvice providers to process the
user’s request and generate a service task assignsmheme, satisfying user’'s
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preferences, requirements, and constraints, atséime time resulting in an efficient
resource management scheme on the service pravislde.

2.3 System model

We consider a set of service nod&#l$ and a set of linkd . Each service nodg; € SN
corresponds to a server, while each lihk L corresponds to a physical link that
interconnects two nodesn;,n; € SN. Our system operates in a multi-tasking

environment, i.e., several tasks may be execute@ aingle service node sharing its
resources (e.g., CPU time, memory, disk space)D.etlenote a set of nodes grouped to

form a domain. In essence, domains represent @iffaretwork segments. A pattern for
the physical distribution of the related softwaremponents to the service task
assignment scheme is given in Figure 3. Each SP#rals the service nodes of a
domain. Each SNA is associated with each node ev#ach NPA is associated with the
network elements (e.g., switches or routers) necgsfor supporting service node
connectivity. The SNA, NPA role (in a sense) isdpresent the service nodes or network
elements, respectively, and to assist SPA by piogithformation on the availability of
resources of the service nodes / network elemddtsnain state information (load
conditions of the service nodes of the particutamdin and link utilisation) is exchanged
between the SPA and the SNAs/NPAs residing in thecific domain, while SPAs
residing in different domains exchange their donstate info. This approach increases
scalability as it reduces the requirements in teofnsomputation, communication and
storage. At this point it should be noted thatdwnplicity reasons the network elements
needed for the service node connectivity are npictied in Figure 3.

In the scope of this paper we consider that theiemodes constituting a specific
domain are interconnected by a local area netwarkile different domains are
interconnected by a wide area network. In the cirversion of this study we limit our
attention to the cases where a service requestmagrved by service nodes residing in
a single domain (the domain that is identified by DSP), since we consider that the cost
imposed due to information transfer through the WHiks is big, diminishing the net
benefit of possible efficient resource utilisatiorhus, in our study, in case a service
request cannot be served by the service nodeslofain, it is transferred to the SPA of
another domain in order to handle the request. Wewethe formal analysis of the
service task assignment problem and its optimahfdation is given in a general mode,
since the emergence of high performance backbdrastructure and test-beds like Tera-
Grid (TeraGrid, 2003) promises remarkable netwoakdwidth between distant sites,
enabling thus load balancing with minimal cost.

3 Formal Problem Statement

User u wishes to use a given servise A fundamental assumption at this point is that
service s may be decomposed in a set of distinct servidestaghich will be denoted as
ST(s). Among these service tasks, of interest to the aisethose designated in the user
profile and will be denoted aST (u,s) (ST (u,s) < ST(s)).

Let’'s assume the existence of multiple service sdde the provision of service,
denoted by SN(s) ={n,,...ng}. Each service node; contains a collection of
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components, denoted a@,j (), which inter-work with other components that magide

in the same or in a different service node in ortteraccomplish each service task
i e ST(s). Let Ahj and C be the total set of components residing in theservice node

and the various service nodes in total, respegtiidence, the following relationship
holds: Ahj (i) c Ahj c C. Each service taske ST(S) may be executed on an associated
set of possible candidate service nodes, reprabdntethe setSN(i), (ie ST(u, )).
Thus, SN(i) < SN(s). The service logic deployment pattern adopted byvice
providers determine each of these service node sets

Taski , (i € ST(s)) requires for its completion consumption b (i) , fmem(i) and
liisk (1) resources of service node(s) , (n; € SN(i)) . A realistic assumption is that SPA
being in charge of assisting the service providierhe competitive telecommunication
market, has a solid interest in as accurately asiple identifying the resourceg(i)
(where a e {CPU, mem,disk} ) needed for the provisioning of service tdskn terms of
CPU utilization, memory and disk space. In thigpess, the SPA can be the entity that
configures these values based on the service taalacteristics, user preferences and
requirements, exploiting also previous experience.

Let ¢, denote the cost of involving service nodg,(n; € SN(i)), in the service

provision. For notation simplicity it is assumedttithe cost of involving a service node
in the solution is the same for all service nodesan alternative this cost could be taken
variant (depending on the cost of acquiring andaintaining the node etc.). Notation
may readily be extended.

The objective of our problem is to find a serviesk assignment pattern, i.e., an
assignmentAST(s) of service tasks (i e ST(u,s)) to service nodes; ,(n; € (i),
that is optimal given the current load conditionsl aumber of service tasks being served
by each service node;, represented as,"°(n;) and k™®(n;), respectively. The

assignment should minimise an objective functib(s, As; (s)) that models the overall
cost introduced due to system/network resourceswuoption. Among the terms of this
function there can be the overall cost due to #yglal/ment of various service nodes to
the service provisioning process, the communicatomst introduced due to the
interaction of the componenbsqi residing inn; service node with the componentg
residing in service node, for the completion of each service taisk (Vi e ST(s)), as
well as the management costy, (i,i') introduced due to the assignment of

@i,i') € ST?(s) service tasks to different service nodes,n;.) € NZ(s) .

The constraints of our problem are the followingrst each service task
(i € ST(u,s)) should be assigned to only one service node(n; € SN(i)) . Second, the
capacity constraints of each service node shoulgréserved. Lets assume thd* and

k™ represent the maximum load and the maximum nurobeservice tasks that a
service node may handle. For notation simplicitgse parameters are assumed to be the
same for each service noden;, (nj € N(s)). Thus, the constraints are
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r2%%(n;) < r®and kP (n;) < k™, (vn; e N(s)), where r,/*(n;) and k™ (n;)
denote the potential load conditions of serviceenog, after the service task assignment
process. Notation may readily be extended. Theadiyeroblem can be formally stated as
follows.

Service Task Assignment Problem Description
Given:

(a) a useru who wants to use a service

(b) the profile of useu,

(c) the set of service task3T (u,s) of services that are of interest (relevant) to user

u (this set is formed by the service specificatitie user profile and the service
provider’s related capabilities),
(d) the set of service nodeS\(s) and the set of candidate service no@gi) at

which each service task (i € ST(u,s)) can be completed, according to the service
specification, the service node capabilities ardpteferences of user,

(e) the communication cost introduced due to theraction of the componem‘;ehj
residing inn; service node with the componentg residing in service nodg, for the
completion of each service task (Vi € ST(s)),

() the deployment costc, of each service noden; involved in the service
provisioning process, which derives from the assignt of service task (i € ST (u,s))
to service noden; (n; € SN(i)),

(9) the management costy, (i,i') introduced due to the assignment of
(i,i") € ST?(s) service tasks to different service nodes,n; ) e IN2(i),

(h) the current load condition%”re(nj) for each load type and number of service

tasksk™“(n;) being executed on each service nage n; € SN(s),
(i) the capacity constraints of each service nofi&and k™,
(j) the resources, (i) required for the completion of service task(Vi € ST(9)),
find the best service task configuration pattere,, iassignment of service tasks to
service nodesAq; (s), that optimises an objective functiof(s, A; (s)) that is related to

the overall cost introduced by the assignment, urhieconstraintsramS‘(nj) <™ and

k’m(nj) < k™ and that each service task is assigned to exan#yservice node.

In this respect, the combination of service tasksdrvice nodes that yields minimum
cost will be selected.

4 Optimal Formulation

The general problem version presented is openriouasolution methods. Its generality
partly lies in the fact that the objective and dmmstraint functions are open to alternate
implementations. Thus, the problem statement camistinguished from the specific
solution approach adopted hereafter. In order tecrilee the assignmenAST(s) of

service tasks to service nodes we introduce theisidec variables xg (i, j)
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(ieST(u,s),n; e N()) that take the value 1(0) depending on whethaiicetaski is
(is not) executed by service node- The decision variablefySN(j) assume the value
1(0) depending on whether candidate service nodén; e SN(i)) is (is not) deployed
(involved in the solution). In addition, we defirnthe set of variableszg; (i,i')
(v(i,i')e ST?(u,s)) that take the value 1(0) depending on whetherstgice tasks
andi are (are not) assigned to the same service nduevdriableszg (i,i') are related

to variables xg (i, ]), xST(i',j), through  the relation zg(i,i')=
NG
> Xgr(i, j)-%sr (', ), which may be turned into a set of linear conatsaihrough the
j=1

technique of (Papadimitriou, 1982). Assignmeag (s) may be obtained by reduction to
the following 0-1 linear programming problem.

Service Task Assignment Problem:
Minimise
. rS°(n;)
f(sAn(s)=co- X yau (i) @+b- Yo Wy
n;eSN(s) ae{ CPU ,memory,disk} Y (nj)

+ 2 2 Cin)xgr( )+ X Yoy (') - 2zsr (i) 1),

ieST(s) n; eSN() ieST(s)i'eST(9)
where C(i,n;) denotes the communication cost introduced in agseervice node

has undertaken the responsibility for the execubioservice task (i € ST(u,s) ),
subject to the constraints:

2 Xgr (i, ) =1 Vi e ST(s) 2,
njesN(i)
rapre(n,-)+i S;(rs;)a(i)-xsr () <ra™(J)- ysu (J) Vn; e SN(9) 3),
|<pre(n,-)+i S;(gsr (i, ) <k™()) - ysu (i) vn; € SN(s) (4)

Cost function (1) penalises the aspects identifisliously (i.e., cost of the service
node involved in the solution, communication cagtaduced during the realisation of
each service task, and management cost of serskes that are assigned to different
service nodes). In order for the service providerketter utilize their resources, the cost
of each service node deployment introduced in fiosttion (1) takes also into account
the node’s current load conditions in order to mbéaload balancing solution. Parameters
p. (<1, and w, denote the relative significance of load balancamgl of each

resource typea to the service provider. It is assumed that weight for each resource

type a are normalized to add up to 1 (i.e., > Wy, =1). Constraints (2),
a<{ CPU ,memory,disk}

guarantee that each service task will be assignemé service node. Constraints (3) and
(4) guarantee that each service node will not haveope with more load and service
tasks than those dictated by its pertinent capaoibgtraint.

Hereafter, we present a model for the overall comgaiion cost C(i,n;)

introduced in cas@; service node has undertaken the responsibilityhierexecution of
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service taski (ie ST(u,s)). In essence, the model covers the case in whieh t
components of seAni (i) need to interact with the components of 8gt(i) residing in

service noden, in order to provide service task (i € ST(s)). It should be noted that
service nodes; and n, may reside even in different domains. At this poamajor

assumption adopted in our study, is that parrﬁqu components are implemented as

mobile agents, while the rest are supposed to xsal fservice agent components. Let
A,ﬂ\:' and Afl be the subset of components Aﬁj that are implemented as mobile and
fixed agents, respectively.

The volume of messages exchanged between eachopatomponents (e.g.,
dependent on the number of messages and size lohesssage) for the accomplishment

of taski (i € ST(s)) will be represented asy,, (i), V(w,V) eC? and Vi e ST(s) . Let
cc(nj,n,) be the communication cost per unit message thaxehanged between

service nodesn; and n, Vv(n;,ny)e SN(s)?. This factor may be proportional to the

distance (e.g., number of hops) between the tweicgenodes and the load conditions
(e.g., bandwidth availability) of the communicatitink interconnecting the two nodes.
Another factor that should be taken into accounléscost associated with the migration
of a component (implemented as a mobile agent) foom service node to another. In
this respect, lemc(w,n;,n,) be the migration cost of componewt-from service node

n; to service noden , vwe C andVv(n;,ny)e N(s)?.
The overall cost for the completion of task (i € ST(s)) can be calculated by the
following formula.

Cn)= X[ X ¥ my()-ce(np,n)+ X 3 my(i)-cc(nj,ny)+,

VnkeSl\l(s)weAﬁj veA, waAfj veA,,
> me(w,nj,n)+ X xm,, (i) cc(ng,ny)], Vi e ST(s) (5)
WEA.IMJ. WEA.IN; veA,

In the previous formulation three main factors igientified. The first one is related
to the communication cost deriving from the fixamponents and is proportional to the
messages (their number and size) that are exchdejeden every pair of components
(w,v) and the communication cost per unit message betdifferent service nodes.

The second factor is associated with the migratiast of mobile agent components
between two different service nodes. This factodépendent on the path which the
mobile agent will follow (i.e., number of hops) atiee information encryption and code
execution cost, as well as the load conditiondiefdommunication links. The last factor
is the communication cost within the same servioden which in practice may be
negligible, and in the context of this study isgalequal to zero. It is noted that only the
involved to the provisioning process componentdaken into account.

Apparently, the designation of the components tilitbe included in setsﬂh’\:' and

Afj by the service providers may be based on factarks as the overall communication

and migration costs as well as estimation of tlspeetive component invocations. In our
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study, the service logic deployment pattern (service components/nodes) adopted by
the service providers is known.

Based on the aforementioned analysis, the servicge nselection algorithm,
graphically illustrated in Figure 4, may be desedtas follows:

Service Node Selection Algorithm

Sep 1. The UA component is acquainted with the prefeesnaequirements and
constraints of useu regarding services. These are expressed by the set of the service
tasks ST (u, s) that are of interest (relevant) to the user.

Sep 2. At the end of the first general phase (user auit@tion & authorisation), the
DSP determines an appropriate SPA (on the basisef requirements and preferences
with respect to the requested service) and provitlesrespective SPA with the UA
reference.

Sep 3. The SPA obtains from the UA user preferencegjirements and constraints,
forms the set of the service tasks (u,s) that are of interest to the user and retrieves

from a database the set of candidate service n@Hs) for the completion of each
service taski, (ieST(u,s)), the deployment cost, of each service node;,

n; € SN(i and their respective capacity constraintd®and k™, and the
(n; P pacity

management costcy, (i,i") ((,i') € ST2(s)). Additionally, the SPA computes for each
service taski (i eST(u,s)) the corresponding resources, (i) required for its

completion in terms of CPU time, memory and disdorgces.
Sep 4. The SPA interacts with the SNAs in order to abothie current load conditions

ra'°(n;) and number of service tasks”®(n;) being executed on each CSN,

n; € N(9).
Sep 5. The SPA estimates the communication dogt n;) for each service task ,

(i € ST(u,s)) on the basis of equation (5), after contactirggMPAs in order to acquire

the current load conditions of the communicatiokdi

Sep 6. The SPA solves the appropriate instance of theicge task assignment
problem (equations (1)-(4)).

Sep 7. End.

5 Experimental Results

In this section, indicative results are provideaider to assess the proposed framework,
which allows for effective service provisioning. tmder to test the performance of the
service task assignment scheme, we conducted exgr@s on a network test bed,
assuming a simple application executing on a siR® performing a configurable
number of queries on a database (that is, the cgemdnsidered is composed of one
service task that involves execution of one sergicmponent which interacts with the
database).

Concerning the implementation issues of our expemis) the overall Service
Provisioning System (SPS) has been implementedgva.JThe Voyager mobile agent
platform (The Voyager Platform) has been used f@ tealisation of the software
components as well as for the inter-component conication. To be more specific, the
system components (UA, SPA and the monitoring modiiNAs, NPAs) have been
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implemented as fixed agents and the service tasktitating the service as intelligent
mobile agent, which can migrate and execute to temservice nodes.

Two sets of experiments have been performed. Iditsieexperiment, a copy of the
database exists on each service node, thus, coroatiam cost in practice is negligible
and is taken equal to zero. In this case, onlys#r@ice node deployment cost factor is
considered and the performance of the system tedassing as decision parameter the
load conditions of the service nodes. In the se@mkriment the database resides only
on one of the service nodes. Thus, the communitatist is also taken into account in
the service task assignment process.

The network topology that has been adopted for leateriments consists of five
service nodes with the following configuration: teervice nodes with 2GHz CPU and 2
GB RAM and three service nodes with 1GHz CPU a@BIRAM. All service nodes are
running the Linux Redhat OS.

The idle states of the CPUs of the service nodesianulated to follow the Normal,
Uniform and Exponential distributions, respectivelyith mean value 50,000 ms. and
maximum value 100,000 ms. In all cases, the duratiowhich the CPU load of the
service nodes is above 50% is 20,000 ms.

The graphical user interface of the SPA module ctvlimplements the service task
assignment process, is given in Figure 5.

Concerning the first experiment, all service nodesde on a 100Mbit/sec Ethernet
LAN. We have performed 100 experiments for eachd ki CPU simulation with the
mobile agent realising the service logic performiiagks varying from 100 to 1000
queries (with interval 100 queries). The same erpamts have also been conducted
without using our service task allocation schenmethe latter case, service tasks are
assigned randomly to service nodes.

The mean execution time for each CPU load distidbutvhen the service task
assignment process is applied and when the semndcke is selected randomly is
illustrated in Figure 6. From the obtained resulis, observe a decrease of the service
completion time when the service task assignmestegyis used. At this point, it should
be mentioned that this performance improvementgistly related to the number of
queries the service task needs to perform at theteservice node and the time that the
service node’s CPU is idle. It may be observed fimasmall and large tasks (from 100 to
300 and from 700 to 1000 queries) the improvemerparformance is bigger than in
medium sized tasks (from 400 to 600 queries). iy alao be derived that we have about
6% improvement for small tasks and about 9% folldnge ones, while for medium sized
tasks the improvement in performance is minor. Tdusld be explained as follows.
From Figure 6, it could be extracted that the miae required for initialisation of the
mobile agent on a service node is 35,000 ms. Alsoeixecution of a task consisting of
100 queries when CPU is idle is 5,500 ms. Thus]ldasks can be performed during one
slope of a CPU load (i.e., time during which CPddas below 50%), while large tasks
require for their completion one CPU slope, one Gfedk (i.e., time during which CPU
load is above 50%) and finally another CPU sloplee Tompletion of medium tasks
usually requires one CPU slope and one CPU peals, The application of service task
assignment process results in minor performanceawngment.

Concerning the second experiment, as depictedgiar&i7, three service nodes reside
on one LAN, while the rest are located on a sepataAN. The two LANs are
interconnected via a VPN connection, which utilizasslow Internet connection
(128Kb/sec). The SPA is located on the service nGdater’, while the database resides
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on node C. In this experiment, the service taskp@as execution of 100 queries to the
database. The service task completion time has bemsured on each node and the
following results have been obtained (all in ms):

A—7200, B»7250, D—~760, C»740

The same experiment has been performed 100 timplimgp the service task
assignment scheme. The results obtained regardidg specialization are as follows:
node C has been selected as the best service B8ti@Bthe times, while node D has
been selected 20% of the times. The average secuicpletion time is approximately
750ms. The application of our proposed service tsdignment scheme results in a
decrease of the service completion time with relspeeandom service node selection
which on average is 80%. It should be noted thaaforementioned percentage is tightly
related to the data rate supported by the interection line.

6 Related Research

Most studies in the field of resource allocatiohesnes aim at efficiently utillising the
resources spread throughout a network. In mostsctse problem is reduced to load
balancing among specific nodes. The design chdiegshe system architect has to face
are quite vast ranging from deploying centraliseddecentralised arrival and/or control
systems, adopting static (model based) vs. dyndstéte based) schemes, considering
different resource allocation strategies/algorithineorporating or not the task migration
concept, taking into account diverse load metets, The centralised resource allocation,
referring to the arrival configuration of the sewirequests and the overall control of the
service assignment scheme, provides sophisticateabalg control, throughput
optimisation and relieves the network from the leur@f continuous load information
exchange between the system nodes in order to onositd update their knowledge
about the current system status. However, it irsgedhe cost endured by the service
provider due to the dedication of at least one rfodee task assignment process, is quite
impractical in case large scale networks are cemsitl due to the computational
complexity and storage burden imposed, especialhenw dynamic schemes are
considered, while it is referred to as introducingingle point of failure or bottleneck in
the system performance. On the other hand, the nttetised approach ensures
scalability, overloading the network with load infmation due to the exchange among
the nodes about the system status (Suguri, 2000).

Static schemes (Stone, 1997) use only informatibout the average system
behavior, ignoring current system status, thusgeneral they do not respond well to
short term load imbalances among the service no@esthe other hand, dynamic
schemes are more complex and suffer from commuaitand computation overhead
introduced due to current information acquisitiard adecision making. Learning from
experience techniques could be exploited in ordenmpdate decision parameter values
according to long term observations. For examplecetion times or resource utilisation
could be logged and reused as pre-estimationfiéoassignment of similar tasks.

Basic service task assignment strategies comphisefdllowing (Schmidt, 2004):
First, Round Robin, where the tasks are allocated to the nodes bglgiterating through
the nodes list. Secondandom, where the nodes to be assigned with the tasks are
selected randomly. Third,east Loaded in accordance with which the tasks are assigned
to a specific node until a pre-specified threshisldeached. Thereafter, all subsequent
requests are transferred to the node with the lblwad and the aforementioned steps are
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repeated. Fourth,oad Minimum, where the average load of the system is calalildte
case the load of a node is higher than the averade and of the least loaded node by a
certain amount, all subsequent requests are traedfto the least loaded location.

According to the task farming paradigm (Andrews91p a pool of tasks and one
worker on each node of the system is considerech B@rker repeatedly claims a task
from the pool, executes it and claims the next .tagkis way, the system load is
efficiently distributed to the available resourc&Sonsidering dynamic, distributed
controlled resource allocation, schemes in most<édlow three basic types (Agrawal,
1987): Sender-Initiated, where congested nodes (nodes where the load e®agh
predefined threshold) take the initiative and prolieer nodes in order to determine the
most suitable node (e.g., least loaded node) fopte task executiorReceiver-Initiated,
where lightly-loaded nodes search for work in ailsimmanner (probe other nodes in
order to determine the node(s) that should beustidrom tasks e.g., the most loaded
node), Symmetrically-Initiated, according to which both congested and lightlydksh
nodes take the initiative. In (Lazowska 1986, Kere988) the performance of these
schemes is evaluated. The sender-initiated schersieown to perform better in light or
moderate loaded systems, while the receiver-ieiigtaradigm is preferable at higher
load conditions, under the assumption that the obstansferring a task between the
nodes is comparable for the two schemes. Both seénidated and symmetrically-
initiated schemes become unstable at high loadittons, especially when the cost of
probing other nodes is taken into account.

In general, many approaches have derived and esgeuhe necessity of adaptive
switching between strategies (Svenson, 1992) amardic adjustment of decision
parameters (e.g., node's load predefined threshifde interval upon which load
information exchange between the nodes should miee) (Xu, 1993). However,
depending on the number of nodes in the netwokk]ahd balancing technique adopted,
the network status, the time required and the cerityl indroduced, the resource
allocation scheme itself may diminish the net bitredfthe overall procedure. In (Eager,
1986), the relative benefits of simple versus caxpbad sharing policies are examined.
Using an analytical model for a homogeneous netwibik authors concluded that simple
policies that require only a small amount of stafermation perform as well as complex
policies.

Researchers also borrow notions from economicdigb@rticularly, dynamic pricing
and game theory) in order to efficiently allocatetwork resources through the
construction of market-based systems (Chavez, 1997Buyya, 2002), a computational
economy framework for resource allocation and émutating supply and demand in grid
computing environments is proposed. Specificalbprmmic models (commodity market
models, posted pricing schemes, tender and auntiechanisms), system architectures
and policies for resource management are provide@dmputational grids and peer-to-
peer computing systems.

7 Conclusions

This paper provides a mechanism for assisting semprioviders in efficiently managing

and fulfilling current user requests. Specificaltye possible version of the service task
assignment problem has been addressed. Our olgjdstito find the best service task
assignment pattern, i.e., an assignment of setaiglks to service nodes that is optimal
given the current load conditions and number oVisertasks being served by each
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service node. Experimental results on a real nétwast bed indicate that the proposed
framework produces good results in relatively senpbntexts (e.g., a service, which is
composed of one service task that involves executib one service component).
Specifically, when the load conditions of the seevhodes is the only factor considered
for deciding on the most appropriate service naddte service provisioning, an overall
improvement in service completion time of about &4ntroduced (especially, for the
small and the large sized service tasks). In cAse communication cost factor is
considered for determining the service node tortvelved in the service provisioning
process, our scheme succeeds each time in acqainmgle requiring only local / LAN
based component interactions for service completionnimizing, thus, network
resources consumption. What remains is to evalth@eperformance of the proposed
service task assignment scheme in complex contexts.

Directions for future work include, but are not iied to the following. First, the
realisation of further wide scale trials, so asxperiment with the applicability of the
framework presented herewith. Second, the expetatien with alternate approaches
(e.g., market-based techniques) for solving theisetask assignment problem.
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Figure 3 System model and physical distribution of the mertask assignment related software
components
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