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Abstract— In order to achieve absolute QoS guarantees in
the DiffServ architecture, admission control procedres
have been developed. Their role is to ensure that e¢h
admittance of a new flow into the network does notiolate
service commitments of already established flows dnthe
network can satisfy the constraints of the new flowln this
paper we discuss related work of parameter and
measurement based admission control techniques, vidia
set of indicative results of their performance is pvided.

. INTRODUCTION

Service differentiation is considered to be of cagm
importance for QoS provisioning in IP networks, daoe
the high variations of the connection requiremeiased
by Internet users and the statistical in generalraaof the
generated traffic, which the last years is presgnfin
exponential increase. The research community h
concentrated on two different techniques to proviesS
differentiation to customers of packet switchedweks.
First, the Integrated Services (Int-Serv) [1] a
Second, the Differentiated Services (DiffServ) [2]

approach. The major difference between Int-Serv an

not available in the network so as to provide thsimdble
assurances. There are two basic approaches tosaoimis
control [3]. The first, which is callegharameter-based
approach computes the amount of network resources
required to support a set of flows givanpriori flow
characteristics.  The  second, measurement-based
approach relies on measurement of actual traffic load in
order to make admission decisions.

Parameter-based admission control algorithms can be
analyzed by formal methods. Measurement-based
admission control algorithms can only be analyzed
through experiments on either real networks or a
simulator. A key difficulty encountered in most pareter
based approaches is their requirement for maimigini
state information per traffic flow on each nodeg(e.
traffic parameters, QoS class). Consequently, duthé

rresponding signaling and computational demands,
there are fundamental limits to the scalability safch
admission control algorithms, and hence limitatidos
their applicability over large-scale networks swhthe
Internet are posed. On the other hand, measurdnaset

dmission control algorithms are based on source

Diffserv architecture is the granularity of servicePehavior, which is not static in general, thus serv

differentiation.

The IntServ concept lies on resource reservatio

concept, while it is based on connection admissaorirol
and packet scheduling [1]. Each application regues
levels of service in terms of service rate or eméd
delay. The network accepts or rejects requestsr@iocp
to its resources availability. In Intserv architeet each
connection is strictly controlled both by admissamtrol
at connection establishment time and packet scimedul
during the lifetime of the connection. Specificallst
establishment time the necessary resources fonehe
connection are allocated, and during its lifetintbe
connection is policed to ensure that potential atmab
behavior does not affect other connections.

However, the
concerning scalability and manageability, since@liters
must maintain per-flow state information. This lack
scalability is, to a large extent, being addressithin the
DiffServ architecture [2]. The main strength of iSérv is
that it allows IP traffic to be classified intoiaife number
of service classes that receive different routiegittent.

Int-Serv approach faces problems

commitments made by such algorithms can never be
ﬁ\bsolutely accurate.

The aim of this paper is to further improve the

sscalability and manageability of an IP network for

ensuring QoS service provisioning. Three admission
control methods within a DiffServ architecture hdeen
selected from relative research literature andiegpb an
extensive set of experiments in order to providbcative
evidence of their effectiveness. The rest of thpepas
organised as follows. In section II, the admissiontrol
algorithms are briefly presented, while in Sectibna set

of results, indicative of their performance is give
Finally, in Section IV conclusions are drawn.

IIl.  ADMISSION CONTROLALGORITMS

In this section the admission control schemeshhae
been adopted by the authors will be briefly desditrhe
first one exploits the parameter based admissiatirao
approach okink treeq4], while the second and the third
are based on measurement based admission control.
Specifically, the second one adopts theival/service

Routers at the network edges classify packets intenvelopeschemd5], while the third one is based on the

predefined service classes based on

the demamdt of bound droppingotion [6]. All three methods are

requirements and characteristics of the associatasharacterised by the following propertiescalability

application. Core routers forward each packet atiogrto

(since the overhead introduced is Independent ef th

a class based scheduling policy. This way, the modg&umber of flows in the system@ffectivenesgsince the

provides service differentiation on each node fangé
aggregates of network traffic.
scalability and manageability by providing qualiper
traffic aggregate and not per application flow.

In DiffServ architecture, an admission control sobe
is used to provide QoS guarantees as absolute bafnd
specific parameters such as bandwidth, packet fénans
delay, packet loss rate, or packet delay varigjitter). A
connection request is rejected if sufficient researare

DiffServ  achievesresources are available)

system with a high probability accepts a new fldw i
and¢ompatibility (since
communication infrastructure modifications, suchtlas
architecture of routers, signaling protocols, orckesd
formatting, are not required).

A. Parameter Based Admission Control

Following the DiffServ model, at the output link of
each router, certain percentage of bandwidth isrvesl



for individual traffic classes. Let, denote the percentage given the bandwidth allocation of service classeste

of bandwidth reserved for class. Admission control lInks. In such a case, admission control duringwflo

ensures that the bandwidth usage of individualselss EStablishmentis limited to examining if enough daitith

does not go beyond the pre-specified reservedgporti IS available on the links along the path of thevtlo

This is necessary so as to provide isolation anutagses B. Measurement Based Admission Control

and hence to guarantee end-to-end flow delays @h ea A key difficulty encountered with parameter based

class. For a new flow requesting to be served, thadmission control approaches is their requiremenmt f

admission control algorithm should check whethe th coordination and maintenance of state informatamall

bandwidth allocation is or is not violated. traffic flows on each network node. Measuremenebas
Since flows require resources on a sequence ofsriade admission control techniques provide a solutiorthis

the network, appropriatsignalingmust be in place so as problem via the management afgregatetraffic. Such

to synchronise the admission control. Independeofly algorithms allocate resources according to measured

whether the signaling is centralized (e.g., using @roperties of the aggregate flow rather than ugeciied

bandwidth-broker [2]) or distributed (such as in\f3,
the overhead in case of high flow establishmernviacis

properties of individual flows. Admission control
decisions are made at edge routers (i.e., at asfimgress

enormous. A scalable resource management approaghd/or egress router), without maintaining per-fistate.

must thus be able to make admission decisions high

Thus, coordination of state among routers is nguired.

accuracy, while avoiding both numerous messagetsounin this section two measurement based admissiotraton

and centralized decision entities. The deploymérdirk
trees [4] may minimise the signaling overhead atine.

systems ([7],[6]) will be highlighted.
1) Based on Arrival and Service Envelopes

Sink trees aggregate connections according to their This technique [7] exploits the notion efivelopeg5]

egress nodes. The root of a sink tree is then gnese
router, and the leaves are the ingress routerallBgating
resources so that for each ingress router it isvknibbow
many resources are available for each path toweadh
egress router, the admission control can be imnelgia

performed at the entrance of the network. Sinceheac

egress node has its own sink tree, every possditeop
source and destination node has its own unique ipagh
sink tree.

The local delay suffered by packets belonging ¢taas
k at an output link of routen may be formulated as
following ([4]).

k k T, Y,
S0, Er(Fa, - )
dk,n _= P lzli1 o (N-a) (1)
1-) g
=1
Y|,n = max dl,j (2)

PateSn (CBath

where S, is the set of all paths traversed by cl&ss
packets before arriving at router, T, denotes the burst
size of a clas«k traffic flow at the ingress routerg;, is
the average rate of a clakstraffic flow, a, denotes the

percentage of bandwidth reserved for classand N is
the number of input links contributing to the outpok of

router n. At this point it should be noted that the source

traffic of a flow is controlled by a leaky bucketitiv
parametersT,, p, ). Additionally, it is assumed that class

i has been attributed with higher priority than slasl.

Worst-case delay experienced by any flow of classt
a particular output link of a router may be compubs
equation (1), considering the allocation of theeresd
bandwidth portion for every individual class on leac
router’s output link. The formulae depends onlyaiues
of T, p, a and N, while the number of flows that are
admitted and pass through the output link is notrianto

to accurately characterize and control both arsiveahd
services in a general way. The network is regamed
“black box”, without particular knowledge of itsrse&e
discipline, cross traffic, load, etc.

Interfering
Cross-traffic

Unknown | S
Service

ervice:
A

Figure 1. Blackbox system abstraction

The arrival/service envelope for a class is defiagthe
maximum arrival/minimum service rates of length
measured at the path’s ingress/egress nodes oassiee
windows of lengtht (where t=7z-k, k=12..). R(t)
denotes the mean ang’(t) the variance of the arrival
peak rates oveM timeslots of lengtht . Similarly, S(t)
denotes the mean angf(t) the variance of the minimum
service rate oveM timeslots of lengtht , when the class
is backlogged (i.e., there is at least one pack#tad class
to be served). A new flow requesting admissionhie t
class with peak-rate envelogt) is accepted with delay

bound D if for all interval lengthso<t<T the following
inequality stands:

tR(t) +tr (t)— S(t+ D)+ a4t o2 (t) +y (t + D) <0
The proof of (3) can be found in [7].

2) Based on Probing

According to measurement based admission control
techniques based on probing explored in [6], tldfitr
source or the ingress router probes the netwodebging
probe packets at the data rate it would like temes and
recording the resulting level of packet lossesEaplicit
Congestion NotificatiofECN) marks [8]. The flow is
accepted only if the loss or marking percentadeelew a
predefined threshold value. Assuming that the gngue

3)

account. IfT and p values are the same for all flows of a delays are likely to be quite small, the qualitysefvice is

class, end-to-end delay that can be experiencednlyy

flow of class k in the system can be computed off-line

given d,, and route information. This may be
accomplished by summing up local delayd,,

corresponding to output links of routers along pla¢h of
that flow. Thus, it can be examined off-line whetlige
delay requirement of a clads flow is satisfied or not,

measured strictly in terms of packet loss; the geab
make this loss rate small but not to give any peeci
assurances of its level. Thus, to gain admissiofipva
sends its probe packets for some period of timaallys
many multiplies ofe™*, measured in packet transmissions)
and measures the resulting loss fraction; the fiew
admitted only if the probe loss fraction is beldwetshold
value e. Small value of parametes in essence means



extremely long probe times, resulting in a sigrifit
data traffic transmission. Thus, a choice existsveen

times but somewhat higher loss fractions.
The main design options for the probing algorithans

packets have the same or lower priority as the teldni
controlled traffic, respectively) and whether tqrl

conducted. On each experiment a new Pareto sotirce o
amount of wasted bandwidth and a substantial dielay Class 1lrequests admission with peak rates 1 Mbps, 1.5
Mbps, 1.75 Mbps and 2.5 Mbps, respectively. Th&ketc
long set-up times and small loss fractions, ortsket-up  delay requirement for this source is set equabi® rhsec.
Table | presents the average network load, theageer
packet delay and the packet loss ©fass 1 traffic
whether to probe in-band or out-of-band (i.e., prob measured for all the experiments when the new flow
also admitted. The queueing delays per pack&lads 1
for the four experiments are depicted in Figura)3(d).

congestion with packet drops or congestion maris [6

Thus, there are four basic design choices: dropmng
band, dropping out-of-band, marking in-band,
marking out-of-band. Dropping in-band is the simsple
scheme, and requires only a rate-limited priorityesiuler
to separate admission-controlled traffic from befébrt
traffic. The in-band marking scheme is very simitathat
proposed in [9] and requires simulating a virtuakge

and the use of ECN bits. The out-of-band dropping

ang

TABLE 1.

REQUESTINGFLOW CHARACTERISTICS

Peak rate of ne
flow (Mbps)

Average rate
of new flow

(Mbps)

Average Network
Utilization

Average packet
delay (msec)

Packet loss

1

0,5

0,63

3,52843

2

15

0,75

0,705

28,0513

39

1,75

0,875

0,7425

99,6606

154

284

2,5 1,25 0,855 800,372

scheme is similar to that proposed in [10] and iregu
three levels of priority (one for admission contdldata,
one for probes, and one for best-effort traffic)ith\but-
of-band probing the data packet
substantially lower than the probe packet losstifvac
Thus, one can have a reasonably sized with its
corresponding reasonable set-up delays, and elilege
low data losses in contrast to the in-band droppirige
out-of-band marking scheme
consisting of the latter two approaches.

lll.  EXPERIMENTAL RESULTS

loss fraction i

is a hybrid methoz

In this section, some indicative results are prediih
order to assess the framework presented, whictvaiior

efficient call admission control. Specifically, thesults
attained indicate the efficiency and the effectassof the
three different admission control schemes.

Figure 2. Simulation Topology

In order to evaluate the performance of the progose

framework of this paper we used NS2 network sinaulat
[11] developed by National
simulation platform. Figure 2 shows the topologgdidn
the simulations of this section. Specifically, thetwork
consists of six nodes each with link capacity 6 §ibghe
packet length is taken equal to 1 KByte. Additidyaior
all experiments conducted, at least two servicesela and
traffic types have been considerdtlass 1packets are
generated by Pareto sources with mean on andro# ti
360 ms and shape parameter alphaQldéss 2packets are
generated byConstant Bit Rate (CBR3ources giving
aggregate traffic of 1 Mbps. Moreover, the netwookles
employ Class Based Queueing (CBQ) schedul[ig]
with Class 1having higher priority tha€lass 2 which is
considered as the best effort (BE) class. Servate r
allocations are taken equal to 0.83 and 0.17Cliass 1
and?2, respectively. Nodes A, BY’, B” are acting as edge
nodes, while nodes C and D as core nodes.

Flows ofClass 1traverse nodes A-D-C-Awhile Class
2 flows have as ingress router node B and egress Bod
and are used as background traffic. For evaluattirey
admission control methods the following scenario i
considered. A couple of Pareto source<Ctdss 1have
already been admitted giving total peak rate 4 Mdpd
average 2 Mbps. Four simulation experiments hawen be
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Figure 3. Irgg)ividual packet delays when the flowr(lc/j\g)ieak rate
a)1Mbps, b)1.5 Mbps, ¢)1.75 Mbps, d)2.5 Mbps is ittéth

Considering the parameter based approach, for the
network topology depicted in Figure 2, the worsteca
delay forClass 1Pareto On-Off sources for path A-D-C-
A’ may be estimated, by summing up the worst casg loc
delays experienced by packetsGiass 1flows along the
path, which are computed using formulae (1)-(2).
ConsideringClass 1Pareto flows with peak rate 4 Mbps
and average rat@ =2 Mbps, their burst siz& may be
computed in accordance with the methodology pragpose
in [13]. Specifically, the peak rates of flows described
by a token bucket filter(T,p) may be derived using
equation: p=p+T/U, where U is a user-defined
average period. In the context of our experimantsis
taken equal to 360 msec and the relative resait4€.72
Mb. As already mentioned, the portion of link baindhv
assign taClass 1for all routers isa=0.83. The worst case
path delay D is equal to
D=d,,+d,, +d,. +d,, =300ms. Thus, according to

the parameter based admission control scheme kledcri

§'n Section Il, flows ofClass 1can be admitted to the

network as long as enough bandwidth is availablehen
links along the path and the packet delay requirérse
not below 300msec. Additionally, from Figure 3 waym



observe that if the new admitted flow has peak fate experiment. We observe that the same flows areptexte

Mbps its average delay as well as its individuatkgd as in the admission control experiment based on
delay are far below 300ms. The second, third amdtfio arrival/service envelopes with arrival envelope
case (new flow’s peak rate equals to 1.5 Mbps, MBps R = 3.2Mbps.
gnd 2.3 Mbps, respectively% giverindividual paodiét%/s
eyond 300 ms in cases where the incoming ral S
1 f|)(/)WS is above the available bandwidth of tr?e line. IV.  CONCLUSIONS
Parameter based admission control approaches

necessitate state information to be maintained ach e

TABLE I1. TREATMENT OF FLOW ESTABLISHMENT REQUEST node per traffic ﬂOW ThIS provides limitations tbeir
Peak rate of nev] Arrival envelope | Arrival envelope | Arrival envelope ts|’$ ea la(?(l)lll]ttyra?; d ggglé%ar'g#]tgnto t:grsgeed-sct;ea(li?] nrl]gltjtgss)r ?er}y on
o (z/lbps) R:C_:e:)/'tzzs Rl;iczertzzs Rl_i‘;ﬁ)‘izz measurements of actual traffic in making admission
s Rejected pow— pose— decisions. They are able to make QoS statemertt®utit
e e yyvw— yvs— over provisioning, and without maintaining per fletate.
' ana il coepte However, due to the non-static in general behavidhe
25 Rejected Rejected Accepted sources, they provide a statistical rather than a

Considering the arrival/service envelope measuréme
based approach, for a measurement intervad.005 sec

I;‘Tieterministic service.
In this paper one parameter based and two measareme

the arrival envelope i® = 4 Mbps, which approaches the based admission control algorithms were preseniéd w

aggregate peak rate of the accepted sourcest +0105
sec the arrival envelope R = 3.2 Mbps, fort=0.1 sec,

characteristics their scalability with respectiie humber
of flows in the system, their effectiveness in retw
resources utilization and finally their compatityilio the

R =2.4 Mbps and for longer measurement intervals th@etwork infrastructure of the DiffServ architectuFrom

arrival envelope approaches 2 Mbps, which is théhe
aggregate average rate of the admitted sourcesefohe,
we may conclude that for small measurement intertred
arrival envelope approaches the peak rate of theces,
while for large measurement intervals the arrivaledope
approximates the sources’ average rate. Servicelee
S, equals 5 Mbps for all measurement intervals dubeo

fact that the service rate portion allocated @ass 1to
the CBQ scheduler over the 6 Mbps line is takerabtu
0.83. Equation (3) is used for admission controthw
confidence level 99% and delay bourim=100 msec.
Because we set a large confidence level and simathe
last term of (3) converges to 0. Table Il preséotseach
experiment whether the new flow is accepted oromathe
basis of (3) for the three distinct casRs: 4 Mbps,
R =3.2 Mbps, R = 2.4 Mbps. The average packet delaysj]
and the network utilization values suggest thak@edval
envelopeR = 3.2 Mbps is an adequate approximation for
the arrival envelope to perform admission confftiis is 5]
further justified by observing the individual patkielays
depicted in Figures 3(a,b,c) where only few packletss
than 5%) experience packet delays of more thanidsx
when the new flow is accepted.

(1
(2]
(3]

(6]

TABLE III. TREATMENT OF FLOW ESTABLISHMENT REQUEST

(7]

Probe rate = Probe loss Accepted /
Peak rate of ne } B
fraction Rejected flow
flow(Mb) g
1 0 Accepted [ ]
1,5 1,33333E-05 Accepted [9]
1,75 0,015885533 Accepted
2,5 0,073815409 Rejected

For the out-of-band dropping measurement based0l
approach, the network nodes are modeled as a systbm
two priority queues foiClass 1flows, one for the high
priority accepted traffic and the other for thelpgs. The
low priority queue can store a single probe paeket it is
only served when the high priority queue is emyn
each simulation experiment the probe packet's rate
equal to the peak rate of the flow requesting asimis
and the probe duration is 1 sec¢. The target maxithass
fraction of probe packets is 2x10Table Iil presents the [13]
loss fraction of probes measured, as well as whetie
new flow is accepted or not for each simulation

[11]

[12]

measurement based
efficient solution to the limitations of the paraerebased
methods and offer
approaches with slight deviations to absolute user
requirements.

concluded that

represent a

experiments performed we

techniques

more scalable and deployable
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