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Context: Secondary studies are vulnerable to threats to validity. Although, mitigating these threats is crucial 
for the credibility of these studies, we currently lack a systematic approach to identify, categorize and mitigate 
threats to validity for secondary studies. 
Objective: In this paper, we review the corpus of secondary studies, with the aim to identify: (a) the trend of 
reporting threats to validity, (b) the most common threats to validity and corresponding mitigation actions, and 
(c) possible categories in which threats to validity can be classified. 
Method: To achieve this goal we employ the tertiary study research method that is used for synthesizing knowl- 
edge from existing secondary studies. In particular, we collected data from more than 100 studies, published until 
December 2016 in top quality software engineering venues (both journals and conference). 
Results: Our results suggest that in recent years, secondary studies are more likely to report their threats to 
validity. However, the presentation of such threats is rather ad hoc, e.g., the same threat may be presented with 
a different name, or under a different category. To alleviate this problem, we propose a classification schema for 
reporting threats to validity and possible mitigation actions. Both the classification of threats and the associated 
mitigation actions have been validated by an empirical study, i.e., Delphi rounds with experts. 
Conclusion: Based on the proposed schema, we provide a checklist, which authors of secondary studies can use for 
identifying and categorizing threats to validity and corresponding mitigation actions, while readers of secondary 
studies can use the checklist for assessing the validity of the reported results. 
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. Introduction 

Empirical Software Engineering (ESE) research focuses on the ap-
lication of empirical methods on any phase of the software develop-
ent lifecycle. The three predominant types of empirical research are

44,47] : (a) surveys, which are performed through questionnaires or in-
erviews on a sample in order to obtain characteristics of a population
36] ; (b) case studies , which study phenomena in a “real-world ” context,
specially when the boundaries between phenomenon and context are
ot clear [51] ; and (c) experiments , which have a limited scope and are
ost often run in a laboratory setting, with a high level of control [47] .
uring the last years and mainly due to the rise of the Evidence-Based
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1 [22] , two other types of studies
ave become quite popular [15] : 

• Systematic Literature Reviews (SLRs) use data from previously
published studies for the purpose of research synthesis , which is the
collective term for a family of methods for summarizing, integrating
and, when possible, combining the findings of different studies on
a topic or research question. Such synthesis can also identify cru-
cial areas and questions that have not been addressed adequately
with past empirical research. It is built upon the observation that
no matter how well-designed and executed, empirical findings from
individual studies are limited in the extent to which they may be
generalized [18] . 
1 EBSE is a movement in the software engineering research that aims to pro- 

ide the means by which current best evidence from research can be integrated with 

ractical experience [22] . 
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• Systematic Mapping Studies which use the same basic methodol-
ogy as SLRs but aim to identify and classify all research related to a
broad software engineering topic rather than answering questions
about the relative merits of competing technologies that conven-
tional SLRs address. They are intended to provide an overview of a
topic area and identify whether there are sub-topics with sufficient
primary studies to conduct conventional SLRs and also to identify
sub-topics where more primary studies are needed [21] . 

The strength of evidence produced by ESE research depends largely
n the use of systematic, rigorous guidelines on how to conduct, and re-
ort empirical results (see e.g., for experiments [47] , for SLRs [18] , for
apping studies [34] , for surveys [36] , and for case studies [38] ). One

f the most crucial parts of conducting an empirical study is the manage-
ent of threats to validity, i.e., possible aspects of the research design

hat in some way compromise the credibility of results. Despite this cru-
ial role, we currently lack guidelines on how to identify, mitigate, and
ategorize threats to validity in secondary studies; this is in contrast to
xperiments, case studies and surveys, where mature guidelines exist.
ue to this reason, researchers either do not report threats to validity

or secondary studies, or report them in an ad hoc way (see Section 5 ).
pecifically, the most common issues found in practice, concern threats
o validity being: 

• Completely missing from certain studies. Thus, such studies do not
provide any mitigation actions for them; 

• Incorrectly categorized . The same threat is classified in different
categories by different researchers (e.g., study selection bias is catego-
rized in some studies as threat to internal and in others as a threat to
conclusion validity . Also, in some cases threats are inefficiently cat-

egorized based on guidelines for other types of empirical research
(e.g., for experiments [45] , or for case studies [38] ), or under a cus-
tom categorization, which is not uniform . One possible reason for
this problem is the fact that threat categories are not orthogonal, es-
pecially in cases where they stem from different schools of thought
or guidelines (see Section 2.1 ). For example, reliability examines if
the results of a study depend highly on the involved researchers.
In turn, this relates to conclusion validity, in the sense that people
are prone to biases (e.g. due to previous experiences, preferences on
research, etc.); 

• Inconsistently named . The same threat is reported with a different
name by different researchers (e.g., the terms publication bias and
researcher bias are used for describing the same threats); 

• Inconsistently mitigated . The same threat is mitigated differently
by different researchers. Although this provides a variety of available
mitigation actions, some mitigation actions are ineffective and cause
confusion to readers who consider following them. 

These issues, in turn lead to a difficulty in evaluating the validity
f the reported results and hinder a uniform comparison between sec-
ndary studies. In addition, the lack of guidance for mitigating threats
o validity, which could serve as a reference point, makes it more diffi-
ult to reuse mitigation strategies, as well as to consistently identify and
ategorize both threats and mitigation actions. 

To address this problem, we conducted a tertiary study (i.e., an SLR
n secondary studies), so as to retrieve and analyze how software en-
ineering secondary studies identify, categorize and mitigate threats to
alidity. The objective of this tertiary study is: “to summarize secondary

tudies that report threats to validity , with the aim of identifying: (a) the
requency of reporting threats to validity over the years, (b) the most
ommon threats to validity and (c) the corresponding mitigation actions ,
nd (d) a possible classification schema of threats to validity ”. The main
utcomes of the study are a classification schema for threats to validity
nd a checklist that can be used while conducting/evaluating secondary
tudies. The outcomes are expected to contribute towards establishing

 standard and consistent way of identifying, categorizing and miti-

ating threats to validity of secondary studies. In addition to that, in
202 
rder to enrich the outcomes of this work we explored existing litera-
ure in two related research sub-fields: (a) secondary studies in medi-
al science (i.e., the area from where the Evidence-Based paradigm has
merged from), and (b) guidelines for conducting secondary studies.
elated studies from medical science and the guidelines for perform-

ng secondary studies has led to the identification of best practices in
econdary studies that can be applied as mitigation actions for minimiz-
ng of effects of a validity threat, enriching the provided checklist that
as been derived from the classification schema. Finally, acknowledging
he subjectivity in the qualitative nature of this work, we validated the
utcomes through a Delphi method based on the opinion of experts in
econdary studies and empirical studies in general. The Delphi method
as iterated in three rounds and provided preliminary evidence for the
erits of the classification schema and checklist. 

We note that literature reviews have been performed long before the
dvent of the terms ‘Systematic Mapping Study’ and ‘Systematic Liter-
ture Review’ and corresponding guidelines. We also acknowledge that
econdary studies can be performed without following the guidelines
f SMSs and SLRs (especially before the two terms become popular).
owever, such non-systematic literature reviews have not reported (in

he vast majority of the cases) threats to their conclusions. Reporting
f threats became popular once specific guidelines were proposed and
dopted in the context of the EBSE paradigm. Thus, for a study aiming
t systematically analyzing the reported threats, we consider it proper
o focus on the studies that have adopted the corresponding guidelines.
or the rest of the study, when we refer to secondary studies, we refer
o Systematic Mapping Studies and Systematic Literature Reviews. 

The rest of the paper is organized as follows: Section 2 presents re-
ated work, i.e., categories of threats to validity in other empirical meth-
ds; Section 3 presents our tertiary study protocol; Section 4 reports on
he results; and Section 5 discusses the proposed guidelines for identify-
ng, categorizing and mitigating threats to validity for secondary studies
n software engineering. In Section 6 , we present the design and results
f our validation study, whereas in Sections 7 and 8 we present threats
o validity and conclude the paper. 

. Related work 

The empirical software engineering literature points out the rele-
ance and importance of identifying and recording validity threats, as
n aspect of research quality [12,32] and [35] . According to Perry et al.
32] the structure of an empirical study in SE should include a section
f threats to validity. This section should discuss the influences that
ay limit the authors’ and readers’ ability to interpret or draw conclu-

ions from the study’s data. In addition, Jedlitschka et al. [17] suggest
hat each controlled experiment in SE should have a subsection named
Limitation of the study ” where all threats that may have an impact on
he validity of results should be mentioned. Furthermore, Kitchenham
22] has also underlined the importance of threats to validity, by high-
ighting that the implications of a validity threat should be addressed
nd thoroughly discussed. Finally, Sjoberg et al. [42] emphasize the
cope of validity of the results of a SE study; the term ‘scope of va-
idity’ is interpreted as the population of actors, technologies, activities,
oftware systems for which the results of a study are valid. The scope
f validity is considered to be crucial for producing general knowledge
ynthesized by comparing and integrating results from different studies.

In this section we present related work, under three perspectives.
irst, we present how threats to validity are categorized in the empiri-
al software engineering field (see Section 2.1 ). Second, in Section 2.2 ,
e present studies that are related to the identification and reporting
f threats to validity in medical science. This can provide valuable in-
ut for our work, since medical research is considered a more mature
eld in secondary study design and execution and has already inspired
he guidelines for conducting secondary studies in software engineering.
inally, in Section 2.3 , we present the most common guidelines for per-
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Table 1 

Categories of Threats to Validity in ESE Research. 

Conclusion validity : Originally called “statistical conclusion validity ”, this aspect deals with the degree to which conclusions reached (e.g. about relationships between factors) are 
reasonable within the data collected. Researcher bias, for example, can greatly impact conclusions reached and can be considered to be a threat to conclusion validity. Similarly, 
statistical analysis may lead to weak results that can be interpreted in different ways according to the bias of the researcher. In either case the researcher may reach the wrong 
conclusion [47] . 
Reliability : This aspect is concerned with to what extent the data and the analysis are dependent on the specific researchers. Example of this type of threat is the unclear coding of 
collected data. If a researcher produces certain results, then, other researchers should be able to reproduce identical results following the same methodology of the study [38] . 
Internal validity : This aspect relates to the examination of causal relations. Internal validity examines whether an experimental treatment/condition makes a difference or not, and 
whether there is evidence to support the claim [47] . 
Construct validity : Defines how effectively a test or experiment measures up to its claims. This aspect deals with whether or not the researcher measures what is intended to be 
measured [47] . 
External validity : The concern of this aspect is whether the results can be generalized. During the analysis of this validity, the researcher attempts to see if findings of the study are 
of relevance for others. In the case of quantitative research (experiments), this primarily relies on the chosen sample size. In contrast, case studies have normally a low sample size, so 
the researcher has to try and analyze to what extent the findings can be related to other cases [47] . 
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orming secondary studies in the software engineering domain, as they
an also provide input for our work. 

.1. Threats to validity in empirical software engineering 

Threats to validity have been often categorized in the literature of
eneral research methods in different types. Initially, Cook and Camp-
ell [8] 2 recorded four types of validity threats in quantitative experi-
ental analysis: statistical conclusion validity, internal validity, construct

alidity of putative causes and effects and external validity . Concerning
ualitative research, Maxwell [29] provided a general categorization of
hreats that can be mapped to Cook and Campbell’s categorization as fol-
ows: theoretical validity (construct validity), generalizability (internal, ex-
ernal validity), and interpretive validity (statistical conclusion validity).
n additional threat category, mentioned by Maxwell [29] , is descriptive

alidity, which is relevant only for qualitative studies. Descriptive valid-
ty reflects the accuracy and objectivity of the information gathered. For
xample, when researchers collect statements from participants, threats
o validity can be related to the way that researchers recorded or tran-
cribed the statements. Other types of validity threats that are found
n literature are: reliability [38,51] , transferability, credibility and con-
rmability [27] , uncontrollability, and contingency [ 14 ]. 

In the empirical SE community there are two main schools on re-
orting threats to validity: (a) Wohlin et al. [47] who adopted Cook
nd Campbell’s [8] categorization of validity threats and presented four
ain types of threats to validity for quantitative research within soft-
are engineering: conclusion, internal, construct , and external valid-

ty; and (b) Runeson et al. [38] who discussed four main types of va-
idity threats for case studies within software engineering: reliability,

nternal, construct , and external validity. The threats of Runeson et al.
38] are similar to those of Wohlin et al. [47] with the exception of
eliability replacing conclusion validity. 

Biffl et al. [4] argue that researchers should also consolidate actual
xperimental research on a specific topic to complement existing generic
hreats and guidelines when performing their research. The tradeoff be-
ween internal and external validity has been addressed by Siegmund
t al. [40] , where the authors performed a survey and concluded that
xternally valid papers are of greater practicality while internally valid
tudies seem to be unrealistic. Additionally, the study examined the im-
act of replication studies and found that although researchers realize
he necessity of such studies they are reluctant to conduct or review
hem mainly due to the fact that there are no guidelines for performing
hem [40] . A list of definitions of the union of the aforementioned cat-
gories of threats to validity (i.e. from [38] and [47] ) are presented in
able 1 . 

Petersen et al. [35] based on the categorizations of threats to validity
uggested by Maxwell, suggested a check list that can help researchers
2 Before publishing this paper (i.e., [8] ), Cook and Campbell had published 
n online chapter focused on Conclusion and Internal validity threats. 
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203 
dentify the threats applicable to the type of research performed by re-
orting first their world-view and then the research method applied. A
econdary study attempting to assess the practices in reporting validity
hreats in ESE [12] concluded that more than 20% of the studied papers
ontain no discussion of validity threats and the ones that do discuss
alidity threats on average contain 5.44 threats. 

Regarding threats to validity for secondary studies in software engi-
eering, we have been able to identify only one related work. In partic-
lar, Zhou et al. [53] have performed a tertiary study on more than 300
econdary studies until 2015. The authors have identified 23 threats to
alidity for secondary studies, and organize the consequences of these
tudies into four categories: internal, external, conclusion, and construct
alidity. To alleviate these threats the authors maps the threats and pos-
ible consequences to 24 mitigation strategies. This paper shares com-
on goals with our study, however, ours is broader in the sense that: (a)

t covers a wider timeframe (until 2017 instead of middle of 2015); (b)
t focuses only on top-quality venues, which are expected to pay special
ttention in the proper application of methodological guidelines, such
s the proper reporting of threats to validity, a fact that increases the
uality of the obtained data; and most importantly (c) our study answers
wo additional RQs, providing a classification schema and a checklist for
dentifying, mitigating, and reporting threats to validity. In addition to
his, as indirect related work (especially in terms of mitigation actions),
n Section 2.3 we present a review of guidelines on secondary studies in
oftware engineering. 

.2. Threats to validity in medical science 

In this section we report on quality assessment strategies for sys-
ematic reviews from medical science literature. While there is no clas-
ification of threats to validity for secondary studies or corresponding
itigation actions in medical research, these quality assessment strate-

ies can provide useful input for deriving such outcomes in the software
ngineering domain. Particularly we identify a number of quality assess-
ent criteria based on the guidelines, the checklists and protocols found

n medical research literature. These quality assessment criteria are sub-
equently classified into five categories, presented in Table 2 , based on
he aspect that they address: (a) primary study selection process, (b)
alidity of primary studies (c) data reliability, (d) research design and
e) reporting process. An additional factor that affects the quality of
econdary studies is the level of detail and completeness of reporting.
he criteria in Table 2 will be exploited after the development of the
roposed classification schema. In particular, we check if the criteria in
able 2 are included in the list of mitigation actions; if not we incorpo-
ate them in the proposed checklist, as best practices (see Section 5 ). 

The methodological quality of experiments and reviews performed
n the medical domain was assessed by Downs et al. [10] who formed
 checklist consisting of 26 items/ questions for assessing the quality
f randomized and non-randomized healthcare studies. The main qual-
ty aspects captured in this checklist involved the Reporting stage, the
xternal Validity, the Internal Validity and the Selection Bias. Further-
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Table 2 

Quality Assessment Criteria in Medical Studies. 

Primary study selection : 
Was there duplicate study selection and data extraction? [31,39] 
Was a comprehensive literature search performed? [7,30,31,39,43] 
Was the status of publication (i.e. grey literature) used as an inclusion criterion? [39] 
Have additional studies been identified? [52] 

Assessing Validity of Primary Studies: 

Were the eligibility criteria specified? [45] 
Were statistical results and measures of variability presented for the primary outcome measures? [1,10,30,45] 
Was the quality of the included studies assessed? [16,31,39,45,52] 

Data reliability: 

Was the likelihood of publication bias assessed? [11,37,39] 
Were methods for data extraction and analysis evaluated? [10,30,31,39,52] 
Was there any conflict of interest stated? [39] 

Research Design: 

Was an ’a priori’ design provided? [31,39,43] 
Was the scientific quality of the included studies used appropriately in formulating conclusions? [39,43] 
Is a database, containing the relevant data, available as a resource for intervention planners and researchers? [52] 
Was other pertinent information identified to ensure study intervention’s applicability in settings and populations other than that studied by the investigators? [52] 

Reporting Process: 

Was a list of studies (included and excluded) provided? [31,39] 
Were the characteristics of the included studies provided? [39,52] 
Was the scientific quality of the included studies documented? [7,39] 
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ore, the Prisma-P meta-analysis protocol for systematic reviews has
een proposed by Moher et al. [31] consisting of a checklist of 17 items
ategorized into three main sections: Administrative information, Intro-
uction and Methods. The Administrative section represents mainly ini-
ial information on the authors, the funding and the title of the study,
he Introduction section includes details on the rationale and the ob-
ectives of the study while the Methods section specifies the informa-
ion sources, the study selection criteria, the search string and the data
nalysis methods employed within the scope of the meta-analysis study.
oreover, the medical domain uses the Cohraine database 3 (including

he Database of Abstracts of Reviews of Effects) [7] that contains more
han 15,000 abstracts of high quality reviews that are independently ap-
raised by two reviewers according to the following six criteria: report-
ng of inclusion/exclusion criteria, adequacy of search, data synthesis,
alidity assessment of primary studies included and detailed presenta-
ion of individual studies referenced. 

Shea et al. [39] developed an instrument to assess the methodolog-
cal quality of systematic reviews building upon previous tools, empir-
cal evidence and expert consensus. The tool was based on 11 compo-
ents that summarized and synthesized evidence from the initial quality
hecklist that included 37 items. These items were subjected to principal
omponent analysis, and Varimax rotations. The validity of systematic
eviews is also assessed by Slocum et al. [43] who advise the researchers
f review studies to carefully define research questions and focus on
hem, and to systematically search the literature, validate primary stud-
es and document the search process so as to enable reproducibility.
urthermore, publication bias is acknowledged as a significant problem
y Dwan et al. [11] as it produces outcome reporting bias, due to the fact
hat positive results are easier to publish. In that case the authors ad-
ise the researchers to improve the reporting of trials (primary studies).
ublication bias is also addressed by Rothstein [37] who suggests the
se of funnel plots to detect it and the use of cumulative meta-analysis
o assess its impact. 

Verhaegen et al. [45] adopted the Delphi technique, as a consen-
us method, to identify quality criteria for selecting the primary studies
referred to as Medical Clinical Trials) that participate in healthcare lit-
rature reviews. A three-round Delphi was performed where each partic-
pant answered questions in the form of “Should this item be included
nto the criteria list? ” utilizing a 5-point Likert scale. The quality cri-
3 http://community.cochrane.org/editorial-and-publishing-policy- 
esource/overview-cochrane-library-and-related-content/databases-included- 
ochrane-library/database-abstracts-reviews-effects-dare 
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204 
eria derived from the final Delphi round are included in Table 2 . We
ote that we isolated the criteria that are not specialized in medical re-
earch. In this context, blind assessment of clinical trial studies, treated
s primary studies in medical reviews, was proposed in [16] . The find-
ngs of [16] suggest that blind assessments are reliable producing more
onsistent scores compared to open assessments. Furthermore, a data
ollection instrument for performing systematic reviews for disease pre-
entions was proposed by Zaza et al. [52] . The authors concluded in
 six point assessment form. The content of the form was developed
y reviewing methodologies from other systematic reviews; reporting
tandards established by major health and social science journals; the
valuation, statistical and meta-analytic literature; and by soliciting ex-
ert opinion. Avellar et al. [1] scanned 19 reviews in the medical field
n order to examine the level to which external validity is addressed.
he results revealed that most studies lack statistical representativeness

n terms of the generalizability threat and focus only on factors likely
o increase the heterogeneity of primary studies and context [1] . With
espect to these results Avellar et al. [1] split external validity into three
spects: generalizability (related to the number of studies reporting the
ame result and the settings required to achieve a certain result), ap-
licability (demographics of the population in which a certain result is
chieved) and feasibility (description of an intervention required to be
erformed, in medical studies it is related to the dosage, the staff train-
ng, the cost). 

.3. Overview of guidelines for conducting secondary studies in software 

ngineering 

In this section we present the most common guidelines for perform-
ng secondary studies in the software engineering domain, in an attempt
o consider relevant methodological problems and gain insights from
he reported advice and lessons learned. A summary of the guidelines
rovided for conducting secondary studies in the software engineering
eld is presented in Fig. 1 . Similarly to the case of the quality assess-
ent criteria in medical studies, we intend to use these guidelines after

he development of the proposed classification schema. In particular,
e check if the practices reported in Fig. 1 are included in the list of
itigation actions of the classification schema. Those that are not, will

e incorporated in the proposed checklist, as best practices. 
The guidelines of Kitchenham et al. [18] are considered seminal for

erforming Systematic Literature Reviews (SLRs) in software engineer-
ng. Three major stages for performing SLRs are suggested: Planning,
onducting and Reporting, each of which including several mandatory

http://community.cochrane.org/editorial-and-publishing-policy-resource/overview-cochrane-library-and-related-content/databases-included-cochrane-library/database-abstracts-reviews-effects-dare
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Fig. 1. Overview of guidelines for performing secondary studies. 
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ctivities. A detailed and updated guide on performing systematic re-
iews can be found in the study by Kitchenham et al. [25] where all the
tages and the corresponding activities are further analyzed. Similarly,
etersen et al. [33] provided guidelines for performing SMSs in soft-
are engineering, following a five-stage process that includes, research
uestion identification, conducting the search, screening of papers, key-
ording using abstracts, and data extraction and mapping. This process
f performing SMSs was updated by Petersen et al. [34] . 

According to Budgen et al. [5] the reporting process of secondary
tudies is very crucial and should provide details about the inclu-
ion/exclusion criteria of primary studies, the search process adopted
or the retrieval of primary studies, the quality assessment of the re-
iew process, the data synthesis methodology and the clear reporting
f outcomes. Similarly, Cruzes and Dyba [9] emphasized the data anal-
sis stage, during the execution of secondary studies, providing a list
f data synthesis methods with the corresponding description. They
eached the conclusion that only 50% of the examined secondary stud-
es performed data synthesis. Regarding the searching stage, Wohlin ex-
lored the snowballing approach as an alternative method for the pri-
ary study identification stage [49] . 

Among the most common problems related to secondary study re-
earch, as identified by Kitchenham et al. [24] , is the difficulty to per-
orm complex automated searches in the digital libraries, the time and
ffort required to complete the study, the definition of the research pro-
ocol and the quality assessment of the primary studies. Kitchenham
t al. [24] advise the authors of secondary studies to follow reported
uidelines (such as those discussed in Fig. 1 ), clearly define research
uestions, validate externally the research protocol and work in pairs
o that one author extracts data and the other one performs checks. The
esults of Wholin et al. [49] point out that snowballing can comple-
ent traditional database search method. Another problem regarding

he process of conducting secondary studies is that the majority of the
LRs does not address the quality of primary studies and fail to provide
uidelines for practitioners [41] . Imtiaz et al. [15] analyzed the findings
f 116 secondary studies performed in the field of software engineering
nd reported that the Search Strategy, the Online Databases and the
lanning and Data Extraction are among the most challenging phases of
LRs. 

. Methodology 

This section outlines the protocol used to perform this tertiary study.
he protocol consists of five activities [22] , namely defining the research
bjectives and questions, the search process (terms and resources), in-
lusion/exclusion criteria, data extraction strategy, and synthesis of the
xtracted data. 

.1. Research objectives and research questions 

To accomplish the goal of this study (see Section 1 ) we formulate
our research questions [3] as listed below: 

RQ 1 : Does the number of secondary studies explicitly reporting the threats

o validity increase over the years, in the software engineering domain? 

By answering this research question, we can find out if there is an in-
reasing awareness of software engineering researchers in reporting the
hreats to validity of secondary studies. We expect that as the secondary
tudies community becomes more mature, the frequency of reporting
hreats to validity is increasing. 

RQ 2 : What are the most common threats to validity reported by sec-

ndary studies? 

RQ 2 is related to threats to validity themselves. Specifically, we aim
t gathering the most common threats to validity and compile a list
f distinct threats to validity. Currently threats to validity are not uni-
ormly reported (i.e., the same threat to validity is reported with a dif-
erent name by different researchers). Thus, such a list of threats to va-
206 
idity can act as a checklist for authors while designing and conducting
econdary studies. 

RQ 3 : What are the mitigation actions for the most common threats to

alidity? 

Answering this research question will extend the aforementioned list
ith the most common ways of mitigating each threat. By browsing this

ist, researchers will be able to select and apply one or more mitigation
ctions that will ensure the validity of the planned secondary study.
ventually, this will lead in an increase in the quality of the corpus of
econdary studies in the software engineering domain. 

RQ 4 : What are the most common categorizations ( e.g. , internal, external,

eliability, construct, etc.) of threats to validity for secondary studies? 

RQ 4 is related with understanding the nature and types of threats to
alidity and enhance their reporting. We expect that the comprehensive
nvestigation of threats to validity that will be provided by this study
an lead to the development of a schema that can be reused in future
econdary studies. Eventually, this is expected to lead to a deeper un-
erstanding of the nature of each threat and their effect on the validity
f the results. 

.2. Search process 

The search process aimed at identifying secondary studies that will
e considered as candidates for inclusion in our tertiary study. The
rocedure consisted of an automated search into well-known digital li-
raries for publications in specific well-established journals and confer-
nces. The decision to proceed with investigating specific publication
enues rather than complete digital libraries means that the coverage
f this tertiary study will decrease. However, we preferred to restrict
ur searching space to well-known journals and conferences so as to ob-
ain a representative sample as suggested by Wohlin et al. [48] and to
nsure a higher quality of the /included studies. This is also suggested
y Kitchenham et al.: targeted searches at carefully selected venues are
ustified to omit low quality papers [23] . The proposed research ap-
roach, i.e., selecting specific publication venues has been applied in
ther systematic secondary studies in the field of software engineering
e.g., [6,13,19] , etc.), including other tertiary studies (e.g., [20,41,46] ).

In addition to selecting only high-quality venues of software engi-
eering research, we have selected to explore only general software en-
ineering venues, and not venues related to software engineering phases
architecture, maintenance, validation and verification, etc.) or applica-
ion domains (embedded systems, multimedia applications, etc.), so as
o reduce bias by the possible maturity of specific communities. Overall,
he criteria that were considered while selecting the publication venues
re the following: 

• We only included venues which are classified “Computer Software ”
by the Australian Research Council and evaluated higher than or
equal to level “B ” (for journals) and “A ” (for conferences). We con-
sider “Computer Software ” because this category includes, among
others, the publication venues related to software engineering. Re-
garding journals, we included “B ” because rankings of scientific
venues are usually not conclusive and vary between ranking sys-
tems. The decision to not include “B ” level conferences was taken
for two reasons: (a) the number of venues would increase substan-
tially by including “B ” class conferences as well and (b) in principal
journal publications undergo a more rigorous review process than
non-top conferences. Therefore, we opted for the inclusion of only
“B ” class journals and not conferences. 

• Searched venues had to be strictly from the software engineer-
ing (SE) domain. The category “Computer Software ” also contains
venues that do not focus on software engineering. Other venues of
very high quality and with a high ranking and a large field rating
(such as Communications of the ACM) are excluded since we are only
interested in software engineering research; practices from other dis-
ciplines might not be applicable in SE. 



A. Ampatzoglou et al. Information and Software Technology 106 (2019) 201–230 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

v  

i  

s  

i  

a  

h  

e  

p  

S  

s  

i  

t  

o  

e  

s  

b  

w  

(  

R  

n  

o  

t
 

a  

v  

w  

“  

t  

“  

e  

t  

i  

[  

c  

s  

o  

f  

l  

b  

t  

5  

t  

o  

t
f

s  

a
 

a  

g  

t  

t  

w  

[  

o  

h  

o  

o  

i  

p  

s  

t  

e  

u

3

 

c  

w  

n  

L  

e  

v  

t

 

t  

p

 

 

 

 

 

 

 

 

 

 

t  

o  

w  

t  

i  

t  

m  

b  

s  

i  

t  
• We used the Field Rating of venues provided by Microsoft Academic
Research 4 as the final criterion for venue quality. More specifically,
we exclude venues that do not have a field rating value. Field rating
is similar to h-index, since it considers the number of publications
and the distribution of citations to them. Field rating only calculates
publications and citations within a specific field and shows the im-
pact of the scholar or journal within that specific field. Field rating is
to the best of our knowledge the only source where you can extract
the same venue quality measures for both journals and conferences. 5 

Other measures, such as impact factor or acceptance rates have not
been taken into account since they are not uniform across journals
and conferences. Furthermore, impact factors and acceptance rates
are not available from one common source for all venues but would
need to be gathered from different sources, causing threats to the
reliability of the study. 

The outcome of this process led to the inclusion of the publication
enues presented in Appendix C . The results of this selection process,
n terms of journals are identical to those of Wong et al. who use the
ame seven journals for assessing top software engineering scholars and
nstitutions [50] . Concerning conferences, the results are in general in
ccordance to those of Cai and Card [6] , by taking into account that we
ave excluded conferences specific to development phases. The differ-
nce is on the substitution of the Annual Computer Software and Ap-
lication Conference (COMPSAC) with the International Conference on
oftware Process (ICSP). COMPSAC is not rated from the Australian Re-
earch Council, with an “A ” ranking and therefore it was not included
n the considered publication venue set. In addition to these publica-
ion venues, we have updated our venue selection strategy so as not to
nly target venues that pass the aforementioned criteria, but also well-
stablished venues that relate to the context of the study (i.e., empirical
oftware engineering). The employed search strategy is already adopted
y several secondary studies in software engineering (see [S165]. Thus,
e have included Evaluation and Assessment in Software Engineering

EASE) in our searching scope although it failed one criterion (the Field
ating), since we deem it very important in empirical software engi-
eering research. We note that since the focus of the search process is
n high-quality studies, all our finding primarily refer and are applicable
o high-quality research. 

Finally, we only considered the title of the articles, since we aimed
t identifying studies that are explicitly aware of the terms literature re-
iew and mapping study and categorize themselves as such. Therefore,
e queried the digital libraries search engines using the following terms:

survey ”, “literature review ”, “mapping study ”, “mapping studies ”, “sys-
ematic review ”, “systematic mapping ”, and “meta-analysis ”. The term
survey ” has been included in the search strategy, since it was the most
stablished unofficial term for literature reviews, before the introduc-
ion of the specific terminology. In the secondary literature one can
dentify search strategies that either target papers’ full-text/abstracts
S1], [5] , or just the titles of studies [S2], [9] . In the most common
ase searches that target full-text or abstract are used for narrower re-
earch areas that are content-specific, whereas broader topics, similar to
ur study are more targeted. Additionally, although we acknowledge the
act that some high-quality studies might omit the research method (i.e.,
iterature review or mapping study) from the title of the publication, we
elieve that this number is rather limited. By manually cross-checking
he reference list of a recent tertiary study, we have identified that only
.5% of studies is missing the research methodology from the title. Fur-
hermore, according to the most common guidelines for performing sec-
ndary studies, it is highly recommended to use this terminology in the
4 http://academic.research.microsoft.com/ 
5 Google Scholar also provides some related data, but only for 20 venues of 

he Software Systems category. Therefore, we were not able to extract the data 
or all candidate venues. 
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tudy’s title [18] . Finally, we note that our search string is in complete
ccordance with a similar tertiary study with a similar objective [5] . 

As a gold standard for validating our search process we manu-
lly cross-checked the reference list of a recent tertiary study (Bud-
en et al. [5] ) and concluded that only 5.5% of studies is missing
he research methodology from the title. Additionally we examined
he set of secondary studies identified in previous tertiary studies, that
ere published prior to 2014, in the domain of software engineering

2,9,15,19,20,28] and [41] . In particular, we went through all the sec-
ndary studies of the aforementioned tertiary studies, and for those that
ave been published in the selected venues, we checked if they are part
f our secondary study dataset. By following this process, we validated
ur search process since all papers analyzed in the eight tertiary stud-
es, have been retrieved. We note that this cross-checking included only
apers published in journals and conferences that were included in our
earch process. The article searching process has been performed so as
o include all papers published (not accepted for publication) until the
nd of 2016, i.e., all conferences until the 2016 edition and all journals
ntil December 2016. 

.3. Article filtering phases 

The candidate articles that were identified, through the search pro-
ess described in Section 3.2 , underwent an initial exclusion phase, in
hich we only inspected the abstract. In this phase, all articles that have
ot been confirmed as Systematic Mapping Studies (SMSs) or Systematic
iterature Reviews (SLRs) were excluded. The most common reason for
xclusion during this stage was the double meaning of the term “sur-
ey ” in software engineering bibliography, e.g., “surveying a population

hrough questionnaires ” [36] instead of “surveying the literature ” [18] . 
During the second inclusion/exclusion iteration, we scanned the full-

ext of the remaining articles and compared them against the following
re-determined criteria: 

• Inclusion criteria: 
○ Study explicitly discusses threats to validity, in a dedicated para-

graph that may appear either in a separate section, or as part of
discussion, methodology, etc. 

• Exclusion criteria: 
○ Study is not a Systematic Mapping Study or Systematic Literature

Review. This criterion excluded from the analysis exploratory
field studies that have been retrieved through the term “sur-
vey ” within their title, but refer to the measurement of subjects
through questionnaires. Therefore these studies do not include
any meta-analysis of primary studies and cannot be considered
literature reviews or mapping studies. 

○ Study does not describe its own threats to validity, but only of
the primary studies. 

The set of studies included through this selection process constitute
he list of secondary studies investigated in this tertiary study. The list
f these references is presented in Appendix A , by providing each study
ith a unique identifier, used for the rest of the study. A summary of the

otal and final number of secondary studies retrieved from each venue
s provided in Table 3 . The article filtering process was performed by
he first and the second author independently, and the few disagree-
ents that emerged (namely in 12 studies) were settled rather easily,

y considering the inclusion/exclusion criteria. The most common rea-
on for these disagreements was that threats to validity were discussed
n a section termed “Limitations ”, which in some cases refer to “Threats
o Validity ” and in others to more generic limitations of the study. In
he case of a paper reporting two studies (i.e., a secondary and a pri-
ary one), the threats to validity section needed to be inspected so as

o identify if threats correspond to the secondary or the primary study.
n interesting finding from Table 3 is that in only a limited number of
ublication venues threats to validity tent to be presented in a separate
ection. 

http://academic.research.microsoft.com/
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Table 3 

Secondary Studies on Software Engineering. 

Publication Venue Initial Search Final Inclusion 

Information and Software Technology 173 73 
Journal of Systems and Software 94 30 
IEEE Transactions on Software Engineering 41 14 
Empirical Software Engineering 63 10 
Empirical Software Engineering and Measurement 21 7 
Software: Practice and Experience 23 3 
International Conference on Software Engineering 16 1 
Evaluation and Assessment in Software Engineering 75 27 
Other 38 0 
Total 540 165 

Table 4 

Data Analysis Methods. 

Research Question Variables used Analysis method 

RQ1 —Frequency of reporting threats to validity per year [A 2 ] - Frequency table [A 2 ] 
[A 3 ] - Line chart [A 2 ] 

- Linear Regression [A 2 ] 
RQ2 —Most common threats to validity [A 3 ] - Frequency tables for [A 3 ] 
RQ3 —Mitigation actions [A 3 ], [A 4 ] - Crosstabs for [A 3 ], [A 4 ] 
RQ4 —Categorization of threats to validity [A 3 ], [A 5 ] - Frequency table [A 5 ] 

- Crosstabs for [A 3 ], [A 5 ] 
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.4. Data collection & analysis 

On the completion of the study selection phase, we proceeded in
uilding a dataset in order to answer our research questions. During
his phase, for each secondary study we collected the following data
oints: 

[ A 1 ] Secondary study title 
[ A 2 ] Year published 
[ A 3 ] Threats to validity 
[ A 4 ] Mitigation actions 
[ A 5 ] Explicit categories of threats to validity 

The data were independently collected by the first, second and the
ourth author. In case of a disagreement, discussions took place until
 consensus was reached. The discussion in most of the cases was on
he wording used in the retrieved information: in many cases, different
ording has been used for the same threat to validity or mitigation ac-

ion. Therefore, in a large number of cases a disagreement was initially
oted, but it was subsequently resolved during the discussion. In the
imited number of cases when the disagreement did not stem from tex-
ual mismatch, the other two authors were involved so as to resolve the
onflict. Data were synthesized using the content analysis method for
ynthesizing qualitative data [9] . Content analysis is a systematic way
f categorizing and coding terms (in our case threats to validity and
itigation actions) by counting and tabulating data. Specifically for our

tudy an iterative process was adopted: when the name of a threat (or
itigation action) was updated, all previous studies that referred to the

ame threat with the old name were updated to map to the new one.
n the end of the data collection process an individual check for syn-
nyms and related threats and mitigation actions that could be further
erged was performed by the four senior authors. Similarly as before,

he very limited number of conflicts has been resolved in two separate
iscussion groups among all authors. In Table 4 we provide a mapping
f research questions, variables, and the corresponding analysis meth-
ds that we used for answering each research question. In this listing
A 1 ] is not included, as it was not used to answer a specific question,
ut only for identification reasons. After synthesizing the answers to the
ndividual research questions, we will develop a classification tree that
an be considered as the final outcome of this study. The first level of
he tree will include the identified categories, the second level will map
pecific threats to categories, whereas the last level, will list the mitiga-
208 
ion actions for a specific threat. Since we acknowledge the subjectivity
nvolved in the aforementioned synthesis process, we: (a) performed a
elphi study with experts on secondary studies and empirical methods,

o as to validate the accuracy of our results (see Section 6 ), and (b)
urther discuss it as a threat to validity. 

. Results 

This section presents the results of this tertiary study, aiming at pro-
iding an overview of how threats to validity are identified, categorized
nd mitigated in secondary studies. The rest of the sub-sections are or-
anized by research question: Section 4.1 presents the frequency with
hich secondary studies report on threats to validity; Section 4.2 , re-
orts the most common threats to validity; Section 4.3 lists the most
ommon mitigation actions for the most threats identified in the previ-
us section; finally, Section 4.4 lists the most common, explicitly men-
ioned categories for threats to validity, and the specific threats that are
apped to each category. We note that throughout this entire Section 4 ,

he threats are reported exactly in the way that they are presented in the
riginal study, without any synthesis process. 

.1. Awareness on threats to validity (RQ 1 ) 

In order to graphically depict the frequency with which threats to
alidity are explicitly reported in software engineering secondary stud-
es, we plotted a line chart as presented in Fig. 2 . In Fig. 2 , the x-axis
epresents the year, whereas the y-axis the number of published pa-
ers. In particular, the dashed line represents the total number of sec-
ndary studies that we have identified in our search (i.e., all software
ngineering secondary studies) whereas the continuous line represents
he number of studies that explicitly report threats to validity. The rele-
ant descriptive statistics (i.e., frequency table) are presented in Table 5 .
e note that although the studies that do not report threats to validity

ave been excluded from our dataset, we have recorded the number of
tudies that have been identified per year. We also note that, although
he terms Systematic Literature Review (SLR) and Systematic Mapping
tudy (SMS) were not introduced before 2004, reviews of the litera-
ure existed in the research corpus, usually mentioned as “surveys ” (see
ection 3.1 ). 

From Table 5 , we omitted results prior to 2006, because none of the
econdary studies published before then, had a dedicated paragraph on
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Fig. 2. Studies Reporting Threats to Validity. 

Table 5 

Secondary Studies in Literature. 

Year Total Studies Studies with Threats to Validity Percentage 

2007–2008 41 6 14,63% 

2009–2010 49 16 32,65% 

2011–2012 83 31 37,35% 

2013–2014 101 38 37,62% 

2015–2016 175 74 41,71% 

Total 2007–2016 449 165 36,53% 
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Table 6 

Most Common Threats to Validity. 

Threats to validity Count Percentage 

Study inclusion/exclusion bias 100 17,4% 

Construction of the search string 92 16,0% 

Data extraction bias 91 15,8% 

Selection of DLs 70 12,2% 

Researcher bias 40 7,0% 

Robustness of initial classification 35 6,1% 

Generalizability 27 4,7% 

Publication bias 24 4,2% 

Repeatability 23 4,0% 

Validity of primary studies 13 2,3% 

Quality assessment subjectivity 13 2,3% 

Coverage of research questions 13 2,3% 

Results not applicable to other organizations/domains 12 2,1% 

Selection of publication venues 12 2,1% 

Search engine inefficiencies 10 1,7% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

hreats to validity. In Table 5 , we present periods of two years, so as
o provide a more generic trend without getting influenced by possible
utliers. In the last row, we present aggregated values only for the period
n which threats have started to be reported (i.e., 2007–2016). 

By observing both the Figure and the last column of Table 5 , we
an recognize an increase in the percentage of secondary studies that
eport threats to validity. To further explore the frequency of reporting
hreats to validity, we have tried to identify a trend in the aforemen-
ioned data series. For years 2007–2016, with respect to the percent-
ge of studies containing threats to validity with linear regression we
ave observed the existence of a linear function with slope 7.94% or
.0794 (p-value < 0.05). Additionally, by performing a One-Sample x 2 

est we can observe that the percentage of studies that report threats to
alidity (from 2003 and on) cannot be captured by a random variability
p < 0.05). 

The awareness of software engineering researchers on reporting threats 
to validity for secondary studies is increasing over the years. However, 
there is still lot of room for improvement, until the community reaches 
the levels of other, more established empirical research methods. 

.2. Threats to validity (RQ 2 ) 

This section aims at presenting the most common threats to validity,
s mentioned in the secondary studies. In Table 6 we present threats to
alidity with a frequency higher than 10 studies. 

In order to discuss the threats reported in Table 6 , some synthesis
ctivities have been performed. Namely, we merged threats to validity,
n a way that they are as specific as possible, while keeping them con-
istent to the corresponding study. The threats to validity are described
s follows (some threats are discussed together): 

• Study inclusion/exclusion bias (100 studies) refers to problems
that might occur in the study filtering phase, i.e., when applying
the inclusion/exclusion criteria. Such threats are usually found in
studies, in which there are conflicting inclusion/exclusion criteria,
or very generic ones. 
209 
• Construction of the search string (92 studies) refers to problems
that might occur when the researchers are building the search string.
As a consequence, the search might return a large number of primary
studies (including many irrelevant ones) or miss some relevant stud-
ies. 

• Data extraction bias (91 studies) refers to problems that can arise
in the data extraction phase. Such problems might be caused from
the use of open questions in the collected variables, whose handling
is not explicitly discussed in the protocol. A special type of data ex-
traction bias is the Quality assessment subjectivity (13 studies),
i.e., the process during which the quality of the primary studies is
evaluated by the authors of the secondary study. This threat is rel-
evant only for SLRs that report the evaluation of primary studies’
quality. 

• Selection of Digital Libraries (DL) (70 studies) refers to problems
that can arise from using very specific, too broad, or not credible
search engines. The consequence of this threat can be either the
return of a lot irrelevant or the miss of relevant studies. In addi-
tion to that Search Engine Inefficiencies (10 studies) pointed out
cases when the search engine interface cannot accommodate com-
plex queries. 

• Researcher bias (40 studies) refers to potential bias the authors of
the secondary studies may have, while interpreting or synthesizing
the extracted results. This can be a bias towards a certain topic, or
because only one author worked on data synthesis. 

• Publication bias (24 studies) refers to cases where the majority of
primary studies are identified in a specific publication venue. For
example, if the majority of primary studies stem from a single work-
shop, the likelihood of biasing the results, based on the beliefs of a
certain community, is rather high. Another type of publication bias is
the Validity of the primary studies (13 studies), which suggest that
the results of the secondary study might be biased from inaccurate
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results reported in the primary studies. A common reason for this is
that studies with negative results are less probable to get accepted
for publication. 

• Robustness of initial classification (35 studies) is applicable to
secondary studies, whose data collection relies upon a classification
schema. A common practice while performing such an activity is to
identify an existing classification schema that (if needed) is tailored
to fit the needs of the secondary study. The selection of this initial
classification schema poses a threat to validity, since it might not be
fitting for the domain, and its tailoring is not efficient. 

• Generalizability (27 studies) refers to the possibility of not being
able to generalize the results of the secondary study (for example due
to the identification of only a portion of existing primary studies). A
special case of this threat that is quite frequently reported is Results

not applicable to other organizations or domains (12 studies). 
• Repeatability (20 studies) refers to threats that deal with the repli-

cation of a secondary study. The most common reason for the exis-
tence of such threats is the lack of a detailed protocol, or the exis-
tence of researcher and data extraction bias. 

• Coverage of Research Questions (13 studies) refers to the set of re-
search questions not adequately fulfilling the goal of the secondary
study. Possible reasons are setting a very generic goal, or the im-
proper decomposition of the goal into questions. 

• Selection of publication venues (12 studies) refers to the problem
that might occur, when the research team selects to explore specific
venues rather than using broad search engines. The most common
rationale for this decision is either the fact that a topic is too broad,
or if the research aims at high quality studies only. The consequence
of this threat is the miss of relevant studies. 

By analyzing the aforementioned dataset from the perspective of the
otal count of reported threats to validity, we have observed that in sec-
ndary studies, on average, 4.36 threats to validity are reported. The
utcomes show that the minimum number of threats recorded is 1 (since
tudies without threats have been excluded from our analysis), the max-

mum number is 9, the median value is 4 threats, the mode value is 3
hreats and the std. deviation is 1.59. We have identified only one study
s an outlier (reporting 9 threats to validity), but its influence on the
verage value is very limited and therefore we have not removed the
tudy from the analysis. 

.3. Mitigation actions (RQ 3 ) 

In this section we report the most common mitigation actions for
he most common threats to validity, namely threats that have been
eported in more than 15 studies (see Table 6 ). We note that in some
ases the same mitigation action is connected to more than one threat.
he mapping of mitigation actions to threats to validity is presented in
able 7 . In particular for every threat to validity we present a list of mit-

gation actions, and the number of studies in which they are applied (in
arenthesis). The full list of mitigation actions (more than 500 distinct
ctions) for all threats to validity has been omitted from this manuscript,
ue to page limitations, but is available in the accompanying technical
eport. 6 

Due to space limitations the discussion of all mitigation actions is
ot possible. Thus, for every threat presented in Table 7 , we discuss the
op-3 most frequently occurring mitigation actions: 

• Study inclusion/exclusion bias is mitigated by discussion among the
authors and by employing an external opinion for resolving disagree-
ments. In addition, the inclusion and exclusion criteria should be
clearly defined in a protocol, which is updated along the whole pro-

cess. 

6 http://se.uom.gr/wp-content/uploads/IST_material.zip 

a  

a  

f  
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• In order to mitigate threats related to construction of the search

string usually snowballing is executed. Snowballing is a technique
that is attempting to identify missed studies, based on the reference
list of already obtained papers. A detailed guidance on how to apply
the snowballing technique has been provided by Wohlin [49] . As
an alternative, authors consider synonyms and continuously refine
their search process. 

• Data extraction bias is mitigated by discussing the data during the
recording process, or by introducing a cross-check of the extracted
data from a more senior researcher. The cross-check process implies
that a senior researcher that was not involved in the original data
extraction, validates the initially extracted data. This cross-check
should be performed on a portion of the dataset. During this pro-
cess the role of the additional researchers is to cross-check results,
or resolve conflicts. 

• S election of digital libraries is mitigated through the inclusion of the
most well-known digital libraries. This process involves the selec-
tion of venues or digital libraries that are the most established in the
field of research. According to Kitchenham et al. [23] , both generic-
scope and domain-specific venues should be considered. The most
commonly used databases are: ACM, IEEE, ScienceDirect, Springer,
Scopus, Web of Science, and Wiley [23] . In case the research team
is investigating a very broad topic, or is interested in including only
top quality venues, venue selection processes are described in [6,13] ,
and [19] . To avoid this threat, some authors select to explore spe-
cific venues, or others to use broad search engines and indexes (e.g.,
Google Scholar, Scopus, etc.) 

• To mitigate Researchers’ bias secondary studies’ authors discuss the
interpretation of the results, and perform pilot data analysis. Also
reliability analysis and cross checks have to be performed. 

• Concerning publication bias , authors use snowballing, scan selected
venues, or include grey literature. Also, expert opinion can be used
to assess the extent to which the study is subject to publication bias.

• Regarding the robustness of initial classification , existing stud-
ies suggest its extensive discussion/cross-checking between the re-
searchers, or the use of existing/well-defined classification schemas.

• To mitigate lack of generalizability , use of broad searches and com-
parison to results of other studies. 

• Secondary studies repeatability is assured with the development of
a protocol that reports the use of a systematic process that can be
followed, or the clear definition of search terms and procedures. The
process should follow well-defined guidelines. 

The average number of mitigation actions per study is 6.27, the min-

mum number is 0, the maximum number is 17, the median and the mode

alue is 6 mitigation actions and the std. deviation is 2.9. The average
umber of mitigation actions per identified threat to validity is 1.54,
he median and the mode value is 1 mitigation action per thread and
he std. deviation is 1.13. From the aforementioned results we can ob-
erve that: (a) some actions (e.g., Inclusion of most known digital libraries

nd manual search of publication venues ) can be used to mitigate two
hreats —inadequacy of initial publications identification and lack of gener-

lizability ; (b) the threats to validity that were least often mitigated are
ublication bias , and generalizability ; and (c) the mitigation actions discuss

nd cross-check are very generic and fit almost every threat to validity,
.g., discuss the extracted data, or cross-check the data selection. 

Another interesting observation that stems from the answer to this
esearch question is the cost of applying a mitigation action. For example
 mitigation action that can be performed early in the review process
e.g., setting concrete inclusion/exclusion criteria) is less expensive (in
erms of effort) than discussions among authors in data extraction. To
his end, we propose that researchers prioritize mitigation actions that
re applicable to early review phases, rather than postponing validity
ssessment for later stages. In any case, according to various guidelines
or empirical software engineering validity management is part of the
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Table 7 

Most Common Mitigation Actions. 

Threat to Validity : Study inclusion/exclusion bias Threat to Validity : Construction of the search string 
Discussion of marginal cases (44, 6.9%) Employment of snowballing (27, 4.3%) 
Definition of inclusion / exclusion criteria in a protocol (22, 3.5%) Inclusion of synonyms/roots (20, 3.2%) 
Revision of inclusion / exclusion criteria (16, 2.5%) Use of a gold standard (11, 1.7%) 
Employment of a third opinion for marginal cases (10, 1.6%) Systematic search string construction (13, 2.1%) 
Employment of a systematic voting approach (8, 1.3%) Constant search string refinement (10, 1.6%) 
Cross-checking of paper selection (6, 0.9%) Extension of search scope / Broad terms (10, 1.6%) 
No mitigation (8, 1.3%) a Execution of pilot searches (9, 1.4%) 
Use of random paper screening (5, 0.8%) No mitigation (9, 1.4%) 
Execution of a consensus meetings (2, 0.3%) Use from previous studies (4, 0.6%) 
32 other actions encountered once (5%) Use of author and citation analysis (3, 0.5%) 

Threat to Validity : Data extraction bias Threat to Validity : Selection of DLs 
Discussion among authors (30, 4.7%) Inclusion of most known DLs (35, 5.5%) 
Involvement of more researchers / Work in pairs (15, 2.4%) Use search engines and indexes (14, 2.2%) 
Use of a data extraction form (12, 1.9%) Employment of snowballing (13, 2.1%) 
Cross-checking of data extraction (11, 1.7%) Inclusion of specific venues (10, 1.6%) 
Use of random paper screening (11, 1.7%) No mitigation (7, 1.1%) 
Execution of pilot data extraction (10, 1.6%) Use of expert opinion (2, 0.3%) 
No mitigation (9, 1.4%) Consideration of a large time period (2, 0.3%) 
Employment of a third opinion for conflicting data items (8, 1.3%) Inclusion of grey literature (2, 0.3%) 
Definition of a review protocol (5, 0.8%) Ensure the conformance to guidelines (2, 0.3%) 
Use of Codes (3, 0.5%) 
Ensure the conformance to guidelines (3, 0.5%) 

Threat to Validity : Robustness of initial classification Threat to Validity : Researcher bias 
Use an existing classification scheme (15, 2.4%) Discussion among authors (16, 2.5%) 
Discussion among authors (7, 1.1%) No mitigation (13, 2.1%) 
Employment of a third opinion for the classification (5, 0.8%) Execution of pilot data analysis (6, 0.9%) 
No mitigation (4, 0.6%) Use of reliability checks (4, 0.6%) 
Application of keywording of abstracts (4, 0.6%) Development protocol (3, 0.5%) 

Comparison with existing studies (3, 0.5%) 

Threat to Validity : Repeatability Threat to Validity : Publication bias 
Development of a review protocol (8, 1.3%) No mitigation (14, 2.2%) 
Ensure the conformance to well-established guidelines (7, 1.1%) Inclusion of grey literature (5, 0.8%) 
Documentation of the search process (5, 0.8%) Use of broad time and publication coverage (3, 0.5%) 
Involvement of more than one researcher in the process (3, 0.5% Scanning of selected venues (2, 0.3%) 
Documentation of inclusion/exclusion criteria (2, 0.3%) Use of expert opinion (2, 0.3%) 
Documentation of the review process (3, 0.5%) 5 other actions encountered once (0.8%) 
Ensure the public availability of data (2, 0.3%) 
No mitigation (2, 0.3%) 

Threat to Validity : Generalizability 
No mitigation (14, 2.2%) 
Use of broad time and publication coverage (4, 0.6%) 
Comparison to other studies (3, 0.5%) 
Use both academic and industrial papers (2, 0.3%) 

a This refers to cases when a threat to validity is reported in a secondary study, but no mitigation action is referenced to resolve it. 
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Table 8 

Explicit Categories of Threats to Validity. 

Explicit Categories Count 

Not defined 329 
Construct 54 
Internal 51 
External 37 
Reliability 24 
Conclusion 23 
Primary study identification 9 
Generalization 7 
Data extraction 7 
Theoretical 5 
Objectivity 5 
Publication bias 5 
Interpretive Validity 3 

e  

r  

o  

b

mpirical study protocol and should be assessed before conducting the
tudy. 

.4. Threats to validity categories (RQ 4 ) 

In Table 8 , we report the most commonly used categories for clas-
ifying threats to validity (as reported by the authors of the secondary
tudies). In this table, we have omitted categories of validity that are
ound in only one study. From the results, we can observe that the ma-
ority of the reported threats, i.e., 61.4%, are not classified into any cat-
gory; whereas, 28.8% of the studies reported the corresponding threats
o validity based on the guidelines of Wohlin et al. (i.e., conclusion, in-
ernal, construct, and external validity) [47] . Furthermore, we observe
he existence of categories that are specific for secondary studies (i.e.,
ata extraction, primary studies identification , and publication bias ); such
ategories have not been used in the past to report threats to validity
n empirical software engineering (see Section 2.1 ). We note that ob-

ectivity appears to be a superset of data extraction, data interpretation ,
nd any other activity that may introduce bias. We emphasize again
hat these categories are listed here as reported in the secondary stud-
es, even though they could possibly be classified into the categories
f Table 1 (for example generalization is similar to external , while data
211 
xtraction belongs to reliability ). Finally, all of these categories have al-
eady been reported as specific threats to validity by other studies (see
verlap with Table 6 ); this suggests that the threshold of granularity
etween a single threat and a category of threats is not clear. 
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Table 9 

Classification of Threats to Categories. 

Categories 

Threats Reliability Primary study 
Identification 

Objectivity Data 
Extraction 

Internal Generalization External Construct Conclusion / 
Interpretive 

% of 
Dominant 
Category 

Generalizability 
1 0 0 0 0 1 20 1 0 87,0% 

Search string 0 7 0 2 5 0 1 23 0 60,5% 

Selection of 
DLs 

0 1 0 0 4 0 1 10 0 62,5% 

Publication 
bias 

0 0 0 0 2 0 1 1 0 50,0% 

Publication 
venues 

0 0 0 0 1 0 0 2 0 66,7% 

Data 
extraction 

2 0 1 2 12 1 1 2 4 48,0% 

Researcher 
bias 

1 0 0 2 3 1 0 2 6 40,0% 

Repeatability 11 0 0 1 0 0 1 0 5 61,1% 

Quality 
assessment 

0 2 1 0 2 0 0 0 1 33,3% 

Research 
questions 

0 0 0 0 0 0 1 5 0 83,3% 

Primary 
studies 

2 0 0 1 3 0 0 0 0 50,0% 

Study 
selection 

4 6 2 0 13 0 0 6 2 39,4% 

Initial 
classification 

1 0 1 1 3 0 0 7 2 46,7% 
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Another observation that further unveils the confusion in the com-
unity, while reporting threats to the validity of secondary studies, is

he overlap that exists in the classification of the most common threats.
n Table IX, we present the cross-tabulation of threats to validity and
heir categories, again as reported by the authors of the corresponding
econdary studies. The dominant category where each threat is classified
s highlighted in bold font. 

From the results of Table 9 , we can observe that there is no threat to
alidity that is always classified under one category by all researchers.
or example (a rather uniform case), the construction of the search string

s in 86% of the cases characterized as a threat to construct validity;
owever there are other studies that classify it as either internal threat
r primary study identification threat. On the other hand (a rather con-
icting case), the study selection bias is classified as an threat to internal

alidity in 38% of the studies, and as reliability, primary study identifi-

ation, objectivity, construct, or conclusion validity threat by the rest of
he studies. On average, 59% of the cases are classified in the dominant
ategory (see last column of Table 9 ). 

. Discussion 

The identification, categorization and mitigation of threats to valid-
ty is an important part for secondary studies. During the last decade, the
atio of secondary studies managing threats to validity has continuously
ncreased. However, our results suggest that a considerable confusion
till exists in terms of terminology, mitigation strategies, and classifica-
ion. We further focus on the classification of threats to validity and
onsider the example of the study selection bias threat, which is classi-
ed under internal validity almost as often as under reliability . Arguably,
roblems in study selection can threaten both aspects of validity. On
he one hand, if some studies are falsely included / excluded, the ex-
mined dataset will not be accurate (internal validity). Therefore, the
nvestigation of any relationship will be prone to erroneous results. On
he other hand, failing to include some studies in the final selection can
reatly reduce the possibility that an independent replication reaches
he same results (reliability). While one can argue about the correctness
f both classifications, having more than one classification can be con-
212 
using and does not allow for a uniform comparison of the threats. We
herefore argue that a new uniform classification schema is required. 

The rest of the section is organized as follows: In Section 5.1 , we
resent and discuss the proposed classification schema for threats to
alidity of secondary studies. In order to facilitate the usability of the
lassification schema, in Section 5.2 we compile a checklist that can
e used by authors of secondary studies, so as to assess the validity of
heir study. We note that the threats to validity and mitigation actions
eported in this Section are produced as a result of a synthesis process
nd therefore slightly deviate from those presented in Section 4. 

.1. Classification schema 

Our aim is to construct a classification schema for threats to validity
hat is tailored for secondary studies. According to Nickerson et al., the
ost common method for building classification schemas for informa-

ion systems is the three-level indicators model, which is based on both
mpirical and deductive approaches [30] . We apply this model by: (a)
xamining the objects (i.e. studies), (b) identifying general distinguish-
ng characteristics of the objects (see results presented in Section 4 ),
nd (c) grouping their characteristics so as to create our classification
chema. Specifically, in step (b) we identified three characteristics that
ill constitute the three levels of the proposed schema: the first one de-
icting threat categories, the second, threats per se, whereas the third
ne, mitigation actions. 

In order to derive the threat categories (first level of the schema)
e used the planning phases of the secondary studies (i.e., search pro-

ess, study filtering, data extraction, and data analysis – see Fig. 3 ),
nstead of using the aspects of validity that are threatened (e.g., inter-
al/external/construct validity, etc.). In addition to this, we have added
n additional category (i.e., a horizontal one) that corresponds to threats
hat cover the complete lifecycle of the secondary study. Thus, the threat
ategories for our schema are the following: 

• Study Selection Validity . This category involves threats that can be
identified in the first two phases of secondary studies planning (i.e.,
search process and study filtering phase). Issues classified in this cat-
egory threaten the validity of searching and including primary stud-
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Fig. 3. Secondary Studies Phases and Corresponding Threats. 
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ies in the examined set. This involves threats like the selection of

digital libraries, search string construction , and study selection bias , etc.
• Data Validity . This category includes threats that can be identified

in the last two phases of secondary studies (i.e., data extraction and
analysis) and threaten the validity of the extracted dataset and its
analysis. Examples of threats in this category are data collection bias,

publication bias , etc. 
• Research Validity . Threats that can be identified in all four phases

and concern the overall research design are classified into this cate-
gory. Examples of threats falling in this category are: generalizability,

coverage of research questions , etc. 

Although we believe that the current classification schema improves
he orthogonality among threat categories: (a) there are still some grey-
one threats (see bullet list in page 20), (b) there are some cause-effect
elationships between threats. First, using the proposed classification
chema, we address the problem of classifying a single threat to two cat-
gories (e.g., as mentioned at the beginning of Section 5 ): every threat
s classified within one category, based on the phase of the study design
here it was identified and the set of artifacts whose validity is threat-

ned. We identified only five cases that seem to be on a “grey zone ”
etween two categories: 

• Quality Assessment Subjectivity —Quality Assessment in some cases
(based on the secondary study design) can act as a means for study
selection (i.e., in cases when a specific level of quality needs to be
assured for included primary studies); in others it acts as part of data
extraction (i.e., in cases when the assessment of quality of the pri-
mary studies is part of the research questions of the study). Thus,
Quality Assessment Subjectivity can be classified in both Study Selec-
tion Validity and Data Validity, based on the role of the quality as-
sessment. Thus, for SLRs, this threat is normally classified as a threat
to Study Selection Validity, whereas for Systematic Mapping Studies,
it can be classified as a threat to Data Validity. To ease the readabil-
ity of this section, Quality Assessment Subjectivity will be presented
only as part of Data Validity . 

• Publication Bias and Validity of Primary Studies —Although Pub-

lication Bias and Validity of Primary Studies stem from the study se-
lection phase, they threaten the validity of the extracted data, their
analysis, and the subsequent interpretation. In particular publication

bias may result in an extracted dataset that does not represent a
wide research community, but only reflects the opinions of a limited
number of researchers. Furthermore, low validity of primary studies
threatens the validity of the extracted dataset, since they may offer
low-quality evidence. Thus, we have classified both threats in the
Data Validity category. 
213 
• Robustness of initial classification and Construction of attribute

framework . These two threats are highly related to data validity in
the sense that if a ‘wrong’ classification schema is selected the com-
plete data collection will be misguided due to the use of inaccurate
classification classes and terminology. Thus, the correctness of the
final dataset is threatened. Although these threats first appear in the
study selection phase their impact is mainly observed in the Data
analysis phase. 

Additionally, one can suggest that a cause-effect relation exists be-
ween some threats to validity. For example, if a search process is based
pon specific search terms and some are overlooked (study selection
alidity), the results may not be generalizable in a wider population
research validity). Thus, the first two categories (study selection and
ata validity) correspond to the phase when a threat is introduced (e.g.,
earch string construction), whereas some research validity threats con-
ern the actual impact of that threat. In such cause-effect relations the
mpact is mostly on generalizing the results. For example, by introduc-
ng an error in the search process (study selection validity) we cannot
eneralize to the population of the studies (research validity). 

Next, each category of threats is discussed in detail, based on the
ndings reported in Section 4 (i.e., purely based on the extracted data).
e note that due to space limitations, only the most frequent mitiga-

ion actions for every threat are presented in Fig. 4a–c . The full list of
itigation actions is available online, in the accompanying technical

eport. The three categories of validity threats along with the proposed
itigation actions are presented in Fig. 4a–c . The light blue rounded

ectangles represent threats to validity, whereas pink rounded rectan-
les correspond to mitigation actions. Dotted lines are used to depict
hreats that can be grouped together under a more generic threat. Also
otted lines are used to group together mitigation actions that all are
sed to minimize a possible threat. 

The study selection validity category involves 11 specific threats (see
ig. 4a ). Five threats to validity (see top part of Fig. 4a ) can be grouped
n a more generic one, i.e., Adequacy of initial relevant publication identi-

cation , whereas the rest are ungrouped. From the threats of this cate-
ory, some are mutually exclusive, whereas others are complementary.
or example, if selection of digital libraries is performed, the threat selec-
ion of publication venues is excluded since, normally only one of the two
earch strategies is selected (except if a quasi-gold standard from spe-
ific venues is used for study selection validation; then both strategies
re used). The construction of the search string threat exists both when DLs
r specific publication venues are selected. After the initial set of publi-
ations is derived, other aspects threaten the validity of the study: how

ave the authors handled the duplicate articles or the grey literature, what
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Fig. 4a. Study Selection Validity Threats. 
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anguages have the authors explored, were all papers accessible by the au-

hors, were there enough journals and conferences for the authors to search ,
nd is the selection of inclusion/exclusion criteria accurate ? Threats that
ppear in Fig. 4a and have not been discussed in Section 4.2 , are out-
ined in Appendix A . 

The data validity category includes 15 specific threats (see Fig. 4b ),
hat are organized into three groups and five ungrouped threats to va-
idity. The first group (middle part of Fig. 4b ) includes any kind of bias
hat can be introduced while collecting data, namely: data extraction

ias, data extraction inaccuracies, quality assessment subjectivity, unverified

ata extraction , and misclassification of primary studies (mostly relevant
or mapping studies). The second group (see top part of Fig. 4b ) includes
imitations of the dataset that are due to the nature of the subject and not
ue to researchers’ bias (i.e., small sample size and heterogeneous primary

tudies ). The third group (see bottom part of Fig. 3 b) represents threats
hat are relevant for mapping studies and have been posed by the use of
nadequate classification schemas or attributes frameworks . Furthermore,
ther aspects such as the validity of primary studies, the potential lack of

elationships in the dataset, the publication bias , and the choice of extracted

ariables are classified in this category since they are prone to damag-
ng the quality of the dataset. Other individual threats that are mapped
o this category are: the researchers’ bias while interpreting the results
nd the lack of statistical analysis. The threats to validity that appear
n Fig. 3 b and have not been discussed in Section 4.2 are outlined in
ppendix A ). 

Finally, the research validity category includes 8 specific threats (see
ig. 4c ) that are forming two groups and include four ungrouped threats.
214 
he first group (see top part of Fig. 4c ) represents threats that have to
o with the followed process. First, there is a possibility that the selected
esearch method (i.e., mapping study vs. literature review) does not fit
he goal of the study. Second, sometimes researchers deviate from the

stablished review process . The second group (see bottom of Fig. 4c ) in-
olves threats to generalizability . The individual threats that are mapped
o this category are the lack of comparable studies , the coverage of re-

earch questions , and the unfamiliarity of researchers with the application

omain . Finally, repeatability has been classified in this category since
lthough it is threatened by data unavailability; it is also threatened by
ny undocumented parts of the reviewing process. Therefore, it is con-
idered more as a horizontal threat (that pertains to the whole research
rocess), rather than a specific threat for the data extraction or analysis
hase. The threats to validity that appear in Fig. 4c and have not been
iscussed in Section 4.2 are outlined in Appendix A . 

Concerning the mapping of mitigation actions to specific threats to
alidity, our classification has revealed an interesting relationship. The
hreats that are grouped together can be mitigated with similar actions.
or example, Snowballing is used as a mitigation action for three threats
o validity of the Study Selection category: construction of the search string,

election of DLs , and selection of inclusion/exclusion criteria. In addition,
e can observe that some mitigation actions (e.g., develop a protocol )
re more generic, in the sense that they alleviate a number of differ-
nt validity threats (e.g., mitigating the majority of Research Validity
hreats). 

By comparing the findings reported in Fig. 4 to the quality assess-
ent criteria derived from the medical science and the guidelines for
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Fig. 4b. Data Validity Threats. 
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onducting secondary studies in software engineering, we have identi-
ed that some best practices are currently not (or at least not frequently)
pplied. Nevertheless, we need to note that the majority of mitigation
ctions reported in the software engineering guidelines and the medical
uality assessment instruments are being followed already (e.g., snow-
alling, handling of duplicate papers, involvement of more than one re-
earchers in data extraction, development of a protocol, etc.). The over-
ooked best practices are summarized below: 

Study Selection Validity 

• Adequacy of initial relevant publications identification : The search pro-
cess should be reviewed by independent experts [24,34] before it
is conducted. After the retrieval of the candidate primary studies
dataset, it is highly advised to evaluate the search results [34] . An
example of such a process is the gold standard comparison, which
is included in Fig. 4a . Nevertheless, we need to note that additional
ways to check the fulfillment of this objective can be used. Further-
215 
more, the search process can become more sophisticated by using
dedicated tools for bibliography management [18] (e.g., JabRef,
Zotero, etc.) and by continuously documenting the search process

(all stages) [5,18] , designating which papers are being excluded and
based on which exclusion criterion. 

• Study inclusion / exclusion bias : In addition to all mitigation actions
reported in Fig. 4a , a more formal inclusion / exclusion process can
be supported by using pre-defined set of decision rules [34] . A subset
of such rules could dictate how conflicts are being resolved, what is
the tolerance in level of disagreement, etc. In this context the most
common measure for capturing disagreement is the assessment of
the kappa statistic [18] , which is used in the large majority of sec-
ondary studies. In addition, in cases when primary study quality is
an inclusion/exclusion criterion, secondary studies/ guidelines sug-
gest the definition of a clear threshold for study inclusion [18,41] .
Furthermore, it highly advisable that before executing the study in-
clusion/exclusion process, an independent researcher reviews the
corresponding part of the protocol (i.e., inclusion/exclusion process)
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Fig. 4c. Research Validity Threats. 
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[24,34] . Finally, to measure the variability of the results caused by
missing studies, sensitivity analysis can be performed [18] . 

Data Validity 

• Validity of Primary Studies : Based on the medical quality assessment
instrument, the validity of the primary studies included in the anal-
ysis, along with their impact, should be assessed with the use of sta-

tistical methods , [1,10,30,45] i.e., cumulative meta-analysis, funnel
plots, etc. 

• Data Extraction Bias : Similarly to inclusion /exclusion bias, the use
of the kappa-statistic [18,24] is highlighted as important for identi-
fying cases, in which researchers’ opinions differ. In addition to that,
in the special case of performing a mapping study it is advisable to
use keywording of abstract [33] as a means for more efficient data
extraction. 

• Researcher Bias : Regarding researcher bias introduced during the
data synthesis stage, it is recommended to adopt formal research

synthesis methods 7 (e.g., grounded theory, meta-ethnography, nar-
rative synthesis, etc.). Additionally, the medical research guidelines
suggest using the scientific quality of primary studies [39,43] ap-
propriately, while formulating conclusions. Finally, sensitivity anal-

ysis [18] can be used for measuring the impact of researchers’ bias
in the extracted conclusions. 

Research Validity 

• Repeatability : To enhance repeatability it is important to precisely

report the complete process of the review [5,18,41] , not focusing
only on the protocol, but also documenting aspects of the “conduct-
ing the review ” phase. In particular, it is important to document all
the attributes reported in Fig. 1 , representing the “reporting ” phase.

• Coverage of Research Questions : The correct identification of research
questions is of paramount importance for a successful secondary
7 Research synthesis is “a collective term for a family of methods that are used 

o summarize, integrate, combine, and compare the findings of different studies on a 

pecific topic ” [9] . 

t  

c  

g  

i  

e
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study. In particular, it is suggested to motivate the need and rel-

evance of the review, as well as each research question indepen-

dently [18,24,34] . To achieve this, apart from having a deep knowl-
edge of the corresponding literature, it is advised to consult the tar-

get audience [34] . 

The aforementioned best practices, along with the outcomes of the
ertiary study (see Fig. 4 ) are compiled in a checklist which is the final
utcome of this work, presented in Section 5.2 . 

.2. Checklist for threats to validity identification and mitigation 

In this section, and based on the classification schema of Fig. 3 , we
resent a checklist (as a series of questions) that authors of secondary
tudies should answer when performing secondary studies, so as to as-
ess the validity of their studies. This instrument can aid both in the
dentification of threats (since not all threats apply in all studies) and
he suggestion of mitigation actions (what the authors can do if they
dentify any threat in their study design). We note that this checklist
oes not provide additional information compared to the classification
chema of Section 5.1 , but only acts as a different view of the obtained
esults. We offer this checklist as a more usable view that can be directly
xploited by authors of secondary studies. 

The structure of the checklist is quite simple: First a question is asked
o understand if a specific threat exists (TV n ), and then a series of sub-
uestions are asked to check if a proper mitigation action MA m 

has been
erformed. The numbering of mitigation actions is restarted for every
hreat to validity. Each of the three boxes below corresponds to one
ategory of threats: study selection, data and research validity. For ex-
mple, TV 1 – TV 7 correspond to the seven threats that are reported in
ig. 4a (study selection validity). The mapping between questions and
hreats reported in Fig. 4 is one-to-one, by considering the groups dis-
ussed in Section 5.1 . In addition, in a parenthesis following each miti-
ation action we denote if the action is preventive (P) or corrective (C),
.e., if the action prevents the occurrence of the threat, or corrects /
valuates its importance after its identification. 
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Study Selection Validity 

TV 1 : Has your search process adequately identified all relevant primary studies? 
MA 1 : Have you used snowballing? (P) 
MA 2 : Have you performed pilot searches to train your search string? (P) 
MA 3 : Have you selected the most-known DLs or have you made a selection of s

study )? (P) 
MA 4 : Have you compared your list of primary studies to a gold standard or to 
MA 5 : Have you used a broad search process in generic search engines or indice

venues? (P) 
MA 6 : Have you used a specific strategy for systematic search string constructio
MA 7 : Has an independent expert reviewed the search process? (P) 
MA 8 : Have you used tools to facilitate the search process? (P) 
MA 9 : Have you evaluated the search results and documented the search outcom

TV 2 : Were primary studies relevant to the topic of the review published in several d
MA 1 : Have you used a broad search process in generic search engines or indice

venues? (P) 
TV 3 : Have you identified primary studies in multiple languages? 

MA 1 : Is the number of such studies expected to be high compared to the popul
TV 4 : Were the full texts of all identified primary studies accessible from the research

MA 1 : Is the number of studies with missing full texts expected to be high comp
TV 5 : Have you managed duplicate articles? 

MA 1 : Have you developed a consistent strategy (e.g., keep the newer one or ke
studies? (P) 

MA 2 : Have you used summaries of candidate primary studies to guarantee the
TV 6 : Have you included/excluded grey literature? 

MA 1 : Does your decision to include or exclude the grey literature comply with
TV 7 : Have you adequately performed study inclusion/exclusion? 

MA 1 : Have you used systematic voting? (P) 
MA 2 : Have you performed a random screening of articles among all authors? (
MA 3 : Have researchers discussed the inclusion or exclusion of selected articles
MA 4 : Have the inclusion exclusion criteria been documented explicitly in the p
MA 5 : Have the authors discussed the inclusion/exclusion criteria and revised t
MA 6 : Have you prescribed a set of decision rules for study inclusion/exclusion
MA 7 : Have you defined quality thresholds for inclusion/exclusion? (P) 
MA 8 : Have you performed sensitivity analysis? (P) 
MA 9 : Have you identified experts’ disagreement level with the kappa statistic?

Data Validity 

TV 8 : Is your sample size large enough so that the obtained results can be considered
MA 1 : Have you tried to draw conclusions based on trends? (C) 
MA 2 : Have you used a broad search process in generic search engines or indice

venues? (P) 
TV 9 : Have you chosen the correct variables to extract? 

MA 1 : Has the choice of variables been discussed among authors, so as to guara
TV 10 : Are the primary studies in your dataset published in a limited set of venues? 

MA 1 : Have you used snowballing? (P) 
MA 2 : Have you included grey literature (if this does not affect TV 6 )? (P) 
MA 3 : Have you manually scanned selected venues to check if they publish arti

TV 11 : Do you expect to identify relationships in your dataset? 
MA 1 : Have you performed pilot data extraction to test the existence of relation

TV 12 : Does the quality of primary studies guarantee the validity of extracted data? 
MA 1 : Have you focused your search process on quality venues only? (P) 
MA 2 : Have you used article quality assessment as an inclusion criterion? (C) 
MA 3 : Have you assessed the validity of primary studies and their impact using

TV 13 : Is there data extraction bias in your study? 
MA 1 : Have you involved more than one researcher? (P) 
MA 2 : Have you identified experts’ disagreement level with the kappa statistic?
MA 3 : Have you performed pilot data extraction to test agreement between rese
MA 4 : Have you used experts or external reviewers’ opinion in case of conflicts?
MA 5 : Have you performed paper screening to cross-check data extraction? (P) 
MA 6 : Have you used a keywording of abstracts? ( Applicable only in mapping stu

TV 14 : Have you performed statistical analysis? 
MA 1 : Does your data extraction plan record quantitative data and if yes, does 

TV 15 : Have you selected a robust initial classification schema? 
MA 1 : Have you selected an existing initial classification schema? (P) 
MA 2 : Have you continuously updated the schema, until it becomes stable and 

TV 16 : Is your interpretation of the results subject to bias or is it as objective as possi
MA 1 : Have you performed pilot data analysis and interpretation? (P) 
MA 2 : Have you conducted reliability checks (e.g., post-SLR surveys with exper
MA 3 : Have you used a formal data synthesis method? (P) 
MA 4 : Have you performed sensitivity analysis? (P) 
MA 5 : Have you used the scientific quality of primary studies when drawing co
217 
 publication venues or used broad search engines or indices ( based on the goal of your 

secondary studies? (C) 
., Google Scholar) so that you ensure the identification of all relevant publication 

 

P) 
t journals and conferences? 

., Google Scholar) so that you ensure the identification of all relevant publication 

 (C) 

o the population? (C) 

 journal version) for selecting which study should be retained in the list of primary 

t identification of all duplicate articles? (P) 

als of the study and the availability of sources on the subject? (C) 

e of conflict? (P) 
l? (P) 
ter pilot iterations, or by experts’ suggestions after review? (P) 

? 

., Google Scholar) so that you ensure the identification of all relevant publication 

hat the set of research questions can be answered by analyzing them? (P) 

lated to your secondary study? (P) 

 (P) 

ics? (C) 

rs? ( Not applicable if MA 1 is no ) (P) 
applicable if MA 1 is no ) (C) 

) 

ing your research questions imply the use of statistics? (C) 

es all primary studies in one or more classes? (C) 

) 

ns? (P) 
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8 http://se.uom.gr/wp-content/uploads/IST_material.zip 
Research Validity 

TV 17 : Is your process reliable/repeatable? 
MA 1 : Have more than one researcher been involved in the review process? (P)
MA 2 : Have you made all gathered data publicly available? (C) 
MA 3 : Have you documented in detail the review process in a protocol? (P) 
MA 4 : Have you appropriately documented the details of conducting the review

TV 18 : Have you chosen the correct research method? 
MA 1 : Have the authors discussed if the selected research method (SLR or SMS)

methods? (C) 
MA 2 : Have you developed a protocol, monitored the process for deviations, an

TV 19 : Do the answers to your research questions guarantee the accomplishment of y
MA 1 : Have the authors discussed and brainstormed on if the research question
MA 2 : Is your study and research questions well-motivated? (P) 
MA 3 : Have you consulted target audience for setting your research goals? (P) 

TV 20 : Does your study have substantial related work, so that you can compare and d
MA 1 : Have the authors discussed and brainstormed to reach possible interpreta

TV 21 : Were you familiar with the research field before performing the review? 
MA 1 : Have the authors exhaustively searched related work so as to: (a) familia

venues and influential papers? (P) 
TV 22 : Are the results of your study generalizable? 

MA 1 : Do your findings comply with those of existing studies? (C) 
MA 2 : Have you used a broad search process without an initial starting date? (P

As mentioned before, the main stakeholders of the checklist are the
uthors of a secondary study and the evaluator / reader of the study.
or both stakeholder types, a possible use case scenario for the checklist
s as follows: 

[ STEP 1] The user is interested in evaluating the validity of a sec-
ondary study 

[ STEP 2] The user asks the TV question, and if the answer suggest the
existence of a threat (e.g., positive answer in TV 1 and negative in
TV 19 ), then checks if there are any precautionary action (P) that
can be taken. A threat to validity has been identified and needs

to be reported. 

[ STEP 3] The user judges the effort required to perform the action
(an estimate can be found in Section 6.2 ). If he/she decides to
perform the action, the user checks if the threat is mitigated (an
estimate of the fitness of each mitigation action is provided in
Section 6.2 ). A mitigation action needs to be reported. If the
threat is resolved, the user moves to the 2nd step and contin-
ues with the next TV question. The assessment of the outcome of

the mitigation action needs to be reported. 

[ STEP 4] After the study is conducted, the corrective mitigation ac-
tions (C) for each TV question are visited. Step 3 is executed for
each mitigation action. 

[ STEP 5] The user goes through all the threats to validity questions
and checks if at least one mitigation action has been performed. 

. Validation of classification schema and checklist 

In this section, we present the validation of the proposed classifi-
ation list and checklist, by applying the Delphi technique, with sec-
ndary study experts. This validation is necessary due to the nature of
his study (i.e., the synthesized results provide guidelines for conducting
uture secondary studies); thus we want to make explicit the potential
imitations and strengths of the classification schema and checklist, as
dentified by experts. In Section 6.1 , we present the design of our empir-
cal study, based on the guidelines provided by Runeson et al. [38] , in
ection 6.2 we report the results of the validation, and in Section 6.3 we
iscuss implications of this study to authors and readers of secondary
tudies. 

.1. Study design 

Objectives and Research Questions : The goal of this study for-
ulated in a GQM format [3] is: evaluate the proposed classification

chema of threats to validity and the derived checklist, with respect to
a) the fitness of the threats to validity within their proposed categories,
b) the fitness of mitigation actions as a means of alleviating the cor-
esponding threats, and (c) the effort required to apply each mitigation
218 
e goals/research questions of the study, by advocating the purpose and scope of the 

rately reported any (if existed)? (P) 
udy goal? 
tically cover the goal of the study? (P) 

 findings? 
of the findings, due to the absence of related studies? (P) 

ith the field, (b) identify comparable studies, and (c) identify relevant publication 

ction, from the point of view of researchers in the context of empirical
oftware engineering research. Based on this goal, we have formulated
hree research questions: 

RQ 1 : Are threats to validity correctly classified to the categories of
the proposed schema? 

RQ 2 : Is the mapping between threats to validity and mitigation
actions correct? 

RQ 3 : What is the effort required to apply each mitigation action? 

RQ 1 aims at validating the first level of the classification schema de-
icted in Figs. 3 a–c (classifying threats into categories). Similarly, RQ 2 
ims at validating the relations at the second level of the schema (map-
ing threats to mitigation actions). Given the fact that some threats are
apped to several mitigation actions, RQ3 investigates the effort re-

uired to apply each mitigation action (RQ 3 ); this would be an interest-
ng parameter when selecting among mitigation strategies for a partic-
lar threat. We note that the goal of this study is not to try to identify
dditional threats to validity but to validate the proposed classification
chema and checklist. 

Data Collection : To answer the aforementioned questions we de-
ided to use experts’ opinion by adopting a consensus method that is
ypically designed to combine the knowledge and experience of experts
e.g., [ 10,16,39 , 45 ]). We chose the Delphi technique [45] among the
onsensus methods because of the number of the participants we wanted
o involve, and the time available to conduct the study. The Delphi tech-
ique is an iterative process that captures the opinions of different eval-
ators and at the same time records their levels of agreement [45] . As
xperts, we have selected a set of researchers with experience in sec-
ndary studies and empirical studies in general. The evaluators have
een anonymized, but some demographics on their research experience
re provided in Table 10 (based on the experts’ pages in DBLP). The
riteria that we have used in the participants selection process are the
ollowing: (a) all participants should be co-authors of at least 2 sec-
ndary studies, (b) all participants have published in the same high-
uality venues, which we have in our sample, (c) all participants are
enior academics —i.e., at least assistant professors; and (d) all partici-
ants work in different institutions. 

The Delphi method [26] was applied with seven participants, which
ccording to Verhaegen et al. [45] is an adequate number of experts.
he number of iterations that we have performed is three (as also sug-
ested in [45] ). In the first round, the participants were given three
uestionnaires 8 : 

• In the first questionnaire the participants were provided with the
mapping between threat categories and specific threats. Each partic-
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Table 10 

Delphi Participants. 

ID Year of First Study (in general) #Secondary Studies #Primary Empirical Studies 

P1 1986 4 31 
P2 2006 4 13 
P3 2002 4 9 
P4 2001 8 1 
P5 2010 11 0 
P6 2012 2 2 
P7 2009 2 1 
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ipant was asked to assign a Likert-scale value (1-Strongly Disagree, 2-
Disagree, 3-Neutral, 4-Agree, and 5-Strongly Agree) that represents
the fitness of the threat in the specific category. To guarantee the
common understanding of categories and threats the participants
were provided with the definitions described in this manuscript.
Additionally, participants were asked to not take into considera-
tion the perceived importance of the threat itself, but only its fit-
ness to the category. As an alternative to this study setup one could
argue in favor of questions that have to do with the extent to
which the expert has used this threat, or if he/she would be will-
ing to use it in future secondary studies. However, this setup was
not considered, since such information could have easily been re-
trieved by exploring the threats to validity already reported in the
approximately 40 secondary studies that the selected experts have
published. 

• The second questionnaire was similar to the first, with the difference
that it mapped mitigation actions to specific threats to validity. The
rest of the questionnaire setup was the same as in the first question-
naire. 

• The third questionnaire listed all mitigation actions and asked the
participants to assess the effort required to apply the mitigation ac-
tion. The scale in this questionnaire ranged from 1-Very Low Effort
to 5-Very High Effort. 

During the 2nd and the 3rd iteration the participants were provided
he mode score for each question from the previous round. Then, the
articipants were given the opportunity to revisit their answers, by con-
idering the results of the previous round and changing their assessment
or questions that they had second thoughts. 

Data Analysis : Within each iteration (for each question), we cal-
ulated the mode score from all participants’ responses and the fre-
uencies of each value. As an acceptable level of agreement we
ave set frequencies higher than 40%. The results for each research
uestion are visualized through bar charts and tables. Additionally,
ince the Likert scale allows only integer values, the mode value is
lso calculated so as to present the most popular answer among the
articipants. 

.2. Results of validation 

The classification of threats to validity to specific categories (RQ1),
nd the results are summarized in Table 11 . The first column of the fig-
re denotes the categories introduced in Fig. 2 , whereas the 2nd column
he specific threats classified in these categories (see Section 5.1 ). The
ext six columns represent the frequencies of the answers in the Likert
cale (i.e., the percentage that each range, from 1 to 5, received, com-
ared the whole population), as obtained after the 3rd Delphi round. The
reen-shaded cells correspond to threats that the majority of experts at
east Agree with their classification, whereas pink-shaded correspond to
hreats that most evaluators agree (or strongly agree) with their classi-
cation, but there was one/two objections (usually scored as neutral).
he validity threats ratings range that receive the greater percentage are
enoted with bold. 

Regarding RQ2 and RQ3 (i.e., the fitness of mitigation actions to
esolve specific threats to validity, and the effort required for their ap-
219 
lication), the results are graphically summarized in Figs. 5a–c . Each
gure corresponds to one category of threats to validity (study selec-
ion, data validity, and research validity respectively). The height of the
ar denotes the mode fitness (most popular score) of each mitigation
ction to alleviate the corresponding threat to validity, whereas the av-
rage effort is represented by the line. Optimally, a high bar with a low
ine denotes a suitable mitigation action that requires little effort. The
hreats to validity that each mitigation action resolves are denoted with
he red boxes, labelled after the threat to validity. Based on Fig. 5a (re-
arding Study Selection validity), we can observe that the only mitiga-
ion action that is ranked as Neutral is “Systematic Voting ” as a way to
itigate the issue of “Inefficient Selection of Inclusion/Exclusion Crite-

ia ”. Nevertheless, for every threat of the Study Selection category there
s at least one threat that is ranked with Strongly Agree. Among them,
he least effort-intensive are “Comparison to a Gold Standard ” for the In-
dequacy of initial relevant publications identification and “Use of Sum-
aries of Articles ” for mitigating the “Inefficient handling of duplicate

rticles ”. 
Finally, the findings of Fig. 5c , suggest that the mitigation actions

or Research Validity threats are efficient in terms of fitness to re-
olve the problem, but on the other hand they are (even marginally)
he most effort-intensive. This finding is intuitive since any corrective
ction at the process level is expected to be more time consuming,
ompared to activities focusing on the handling of particular primary
tudies. 

.3. Implications to authors & readers of secondary studies 

We argue that the use of the provided classification schema (see
ection 5.1 ) and checklist (see Section 5.2 ), in future secondary studies
s expected to lead to the following benefits concerning both the readers
nd the authors of secondary studies: 

• The authors of secondary studies can use the findings reported in this
work to comprehensively identify potential threats to the validity of
their studies and reuse mitigation actions. This will allow the transfer
of knowledge among researchers and hinder the “reinvention ” of
threats to validity and mitigation actions for every secondary study.

• The reporting of threats to validity will be enhanced. In particular,
the reporting of secondary studies threats to validity can be struc-
tured based on the categorization that is provided in our classifica-
tion schema. 

• The readers of the secondary studies will be able to uniformly in-
terpret the results of the studies, and will be able to compare the
quality and credibility of secondary studies. 

• The readers (or potential reviewers of the studies, prior to their pub-
lication) can use the proposed classification schema and checklist to
assess the validity of the study. 

As an interesting future work direction we note that since the effort
f applying the mitigation action and its benefit (i.e., fitness for resolving
he threat) have been assessed in this study, it they can be used in a
ersion of a cost-benefit analysis for trade-off management. 
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Table 11 

Validity of Classifying Threats to Categories. 

1 2 3 4 5 N/A 

Study Selection Inadequacy of initial relevant publications identification 0% 0% 0% 42.9% 42.9% 14.3% 

Limited number of journals and conferences 0% 0% 0% 28,6% 57,1% 14.3% 

Missing non-English papers 0% 0% 28.6% 42.9% 14.3% 14.3% 

Paper not accessible in a digital library 0% 0% 0% 28,6% 57,1% 14.3% 

Inefficient handling of duplicate articles 0% 0% 28,6% 28,6% 28,6% 14.3% 

Inclusion / exclusion of grey literature 0% 0% 0% 42.9% 42.9% 14.3% 

Insufficient study inclusion / exclusion criteria 0% 0% 0% 28.6% 71.4% 0% 

Data Validity Small sample size or heterogeneous primary studies 0% 0% 0% 28.6% 57,1% 14.3% 

The chosen variables to be extracted cannot answer the RQs 0% 0% 0% 0% 100% 0% 

Primary studies are published in a limited number of venues 0% 0% 28.6% 42.9% 14.3% 14.3% 

The obtained dataset lacks relationships 0% 0% 14.3% 71.4% 0% 14.3% 

Low validity of primary studies 0% 0% 0% 42.9% 57.1% 0% 

Data extraction is biased 0% 0% 0% 28.6% 71.4% 0% 

No statistical analysis of the dataset 0% 0% 0% 42.9% 42.9% 14.3% 

The selection of classification schema is biased 0% 0% 0% 42.9% 57.1% 0% 

The interpretation of results is not objective 0% 0% 0% 14.3% 85.7% 0% 

Research Validity Lack of repeatability 0% 0% 0% 14.3% 85.7% 0% 

A not fitting research method has been selected 0% 0% 0% 14.3% 85.7% 0% 

Answering the RQs cannot fulfill the goal 0% 0% 0% 14.3% 85.7% 0% 

Lack of comparable studies 0% 0% 14.3% 14.3% 57.1% 14.3% 

Researchers are not familiar with the research field 0% 0% 0% 28.6% 57.1% 14.3% 

Lack of generalizability 0% 0% 0% 28.6% 71.4% 0% 

Fig. 5a. Mitigation Actions for Study Selection Threats to Validity. 

220 
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Fig. 5b. Mitigation Actions for Data Validity Threats. 

Fig. 5c. Mitigation Actions for Research Validity Threats. 
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. Threats to validity 

In this section we present the threats to validity that we have iden-
ified for this tertiary study. In order for this section to act as a proof
f concept for the classification proposed in this work, we structure this
ection, based on the checklist provided in Section 5.2 . Specifically, in
ection 7.1 , we report threats to validity related to study selection (TV 1 -
V 7 ), in Section 7.2 , we report threats related to data validity (TV 8 -
V 14 ), and in Section 7.3 , we report threats related to research validity
TV 15 -TV 22 ). 

.1. Study selection validity 

Study selection validity is recognized as the major threat in sec-
ndary studies during the early phases of the research. In this case, in
rder to ensure that our searching process has adequately identified all

elevant studies (TV 1 ), the secondary studies that have been selected for
nclusion have been carefully chosen following a well-defined protocol
ased on strict guidelines [18] . The identification procedure consisted of
n automated search through the search engines of the most-known DLs
or articles published in well-established journals and conferences. The
earch strings ( “survey ”, “literature review ”, “mapping study ”, “map-
ing studies ”, “systematic review ”, “systematic mapping ”) that were
sed are quite broad, since we only included the name of the inves-
igated research method, aiming to retrieve the maximum number of
elevant studies. However, studies that adopted different terminology
han the most established one might have been excluded. Nevertheless,
e note that our study focused only on research efforts that are aware
f the processes for conducting secondary studies and use established
uidelines for this reason. To mitigate the risk of losing relevant studies
e validated our set of secondary studies by cross-checking them against
apers in other tertiary studies (serving as a gold standard). The results
f this process suggested that we have been able to obtain approximately
5% of secondary studies that are referenced in other tertiary studies. 

After the set of secondary studies has been obtained, we proceeded
o the article inclusion/exclusion phase, which is threatened by the pos-
ibility to exclude some relevant articles (TV 7 ) . To mitigate this threat,
wo researchers have been involved in this process, discussing any pos-
ible conflicts. On the completion of this process, a third researcher was
andomly screening the selection of articles for inclusion. Also, the in-
lusion/exclusion criteria have been extensively discussed among the
uthors, so as to guarantee their clarity and prohibit misinterpretations.
urthermore, from our searching space we have excluded grey literature

TV 6 ), since the goal of the study was imposing the use of only a limited
umber of journals and conferences that would guarantee the quality of
he obtained papers. 

Additionally, although we have not identified any duplicate articles

TV 5 ), our research protocol dictated that we check for duplicated ar-
icles, based on the abstract. Upon identification, the most extensive
tudy would be retained. Also, our study is not suffering from the miss-

ng non-English papers (TV 3 ) and the papers published in a limited number

f journals and conferences (TV 2 ), since our search process was aiming
o a large number of publication venues all publishing papers only in
nglish. Finally, we have been able to access all publications (TV 4 ) that
e were interested in, since our research institutes provide us access to

he used DLs. 

.2. Data validity 

Regarding data validity, the main threat is related to data extraction

ias (TV 13 ) . In this phase, all relevant data were extracted and recorded
anually by the second author. Obviously, and since this procedure in-

erted some subjectivity we mitigated this threat since two researchers
hat worked in-pair further inspected and refined the collected data, re-
alidating them. After this procedure the results were discussed among
ll researchers and any conflicts have been resolved. 
222 
Additionally, publication bias (TV 10 ) is present in our results since
ost of the secondary studies explored come from two dominating jour-
als in the area of SE (IST, JSS). Since the quality of the results would
e jeopardized if “grey literature ” or non-indexed publication titles were
ncluded there was no option but to include only the venues presented in
able 3 . Nevertheless, we believe that the obtained data points are not

nfluenced by a small group of people, but from the software engineer-
ng community as a whole, since they stand among the first selections
f publication venues for high-quality research in the world-wide com-
unity. 

One of the aims of the proposed classification schema (apart from the
rovision of a common vocabulary to authors and readers) is to alleviate
he aforementioned problem. Although we believe that the current clas-
ification schema improves the orthogonality among threat categories:
a) there are still some grey-zone threats, and (b) there is a cause-effect
elationship between threats (see Section 5.1 ). Although we have not
sed an initial classification schema (TV 15 ) for our review (since existing
nes were not matching —see Section 5.1 ), we have continuously iter-
ted on developing a new one. Nevertheless, we need to note that as
 starting point, we have used the phases of the systematic literature
eview process, see Kitchenham et al. [11] . 

Finally, our tertiary study is not threatened by the following threats:
a) small sample size (TV 8 ) —we have been able to retrieve approx. 100
rticles, (b) lack of relationships (TV 11 ) —our study was not aiming to
dentify any relationships among data, but only to classify and synthe-
ize, (c) low quality of primary studies (TV 12 ) —since the involved stud-
es have been published only in top software engineering venues, and
d) selection of variables to be extracted (TV 9 ) —the straightforward re-
earch questions of our study have not raised any conflicts in the discus-
ions among authors on which variables should be extracted. Finally, the
tudy does not lack the use of statistical analysis (TV 14 ), since x 2 testing
nd linear regression have been performed to answer RQ 1 . The nature
f RQ 2 and RQ 3 led us to the decision to only perform some basic sta-
istical analysis (descriptive), since no hypothesis testing was necessary.
inally, to mitigate the researchers’ bias in data interpretation and analy-

is the authors have discussed the threats to validity’s classification and
lustering (TV 16 ) . 

.3. Research validity 

Concerning research validity, we have been able to exclude two pos-
ible threats to validity due, to the nature of our study. First, the au-
hors are highly familiar with secondary studies (TV 21 ), since they have
een involved in a large number as authors and reviewers. Therefore,
o mitigation actions were necessary. Furthermore, we believe that the
ollowed review process ensures the reliability (TV 17 ) and safe replica-
ion of our study. First, all important decisions in our review planning
ave been thoroughly documented in this manuscript (see Section 3 )
re can be easily reproduced by other researchers. Second, the fact that
he data extraction was based on the opinion of three researchers can to
ome extent guarantee the elimination of bias, making the dataset reli-
ble. Third, all extracted data have been made publicly available, so as
o enable comparison of results 3 . Nevertheless, some threats to research
alidity have been identified and mitigated. First, through discussion
mong the authors we have set four research questions that accurately

nd holistically map to the set goal (TV 19 ) . This is clearly depicted by the
apping of each research question to the research sub-goals/objectives

see Section 3.1 ). Second, in the literature we have been able to iden-
ify a substantial amount of related works that can be used for comparison

TV 20 ) to our results. In particular, for this reason we used related stud-
es from software engineering and medical literature. Third, the selection

f the research method (TV 18 ) is adequate for the goal of this study (since
lenty of synthesis was required) and no deviations from the guidelines
ave been performed. 

Concerning generalizability (TV 22 ), we can claim that our results com-
ly both with existing literature and with common sense (i.e., secondary
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tudies are less mature than surveys, case studies, and experiments). To
nsure the generalizability of our results we have examined a wide range
f studies, from all subfields of software engineering, without any focus
n some specific activity (e.g., maintenance, architecture, etc.). There-
ore, we believe that our results are generalizable to good quality papers
n the software engineering domain, but not necessarily to grey litera-
ure, other venues, and other disciplines. 

. Conclusion 

In the last decade, secondary studies (i.e., systematic literature
eviews and mapping studies) have emerged as a popular research
ethodology for summarizing existing literature. Despite their popu-

arity and the thorough guidelines for conducting them, the research
tate-of-the-art lacks support on how to identify, report and mitigate
hreats to validity for secondary studies. To alleviate this problem we
ave conducted a tertiary study on software engineering research cor-
us, i.e., a literature review of literature reviews. The final goal of this
ertiary study was to develop a classification schema with three levels:
a) threats categories, (b) specific threats, and (c) mitigation actions. 

The results of the study suggested that there are three main cate-
ories of threats: (a) threats to study selection, (b) threats to data col-
ection, and (c) threats to research validity. Each category includes ap-
roximately ten specific threats to validity, which can be mitigated with
t least one action. To facilitate the easy application of this classifica-
ion schema, a checklist with questions that can guide the authors and
eaders of secondary studies in assessing study validity has been pro-
ided. In particular, on the one hand, authors of secondary studies can
se the checklist for identifying threats to validity and get access to a
ist of possible mitigation actions. On the other hand, the readers of
econdary studies can use the checklist to evaluate the validity of the
btained results. To validate the obtained results, we empirical assessed
hem by employing the Delphi method with experts evaluating the fit-
ess of mitigation actions as a means of alleviating the corresponding
hreats and provided an estimate of the effort required to apply each
itigation action. 

ppendix A. Threats to Validity Description 

Threats to Study Selection Validity 

Name Description 

Selection of arbitrary 
starting year 

The selection of a specific year as a starting point for 
performing the search process can lead to missing studies prior 
to that date. 

Search engine 
inefficiencies 

Problems of the DLs search engines (e.g., SpringerLink cannot 
perform a search based only on the abstract of manuscripts). 
This can lead to missing studies, or deriving a large corpus of 
papers for filtering. 

Limited number of 
journals & 
conferences 

A limited number of publication venues in which primary 
studies can be published suggest a narrow scope of the 
secondary study. This will probably lead to obtaining a low 

number of primary studies. 
Missing non-English 
papers 

Exploring studies written in a specific language can lead to the 
omission of important studies (or number of studies) written in 
other languages. 

Papers 
inaccessibility 

Papers whose full-text is not available cannot be processed. If 
this number is large, the set of studies might be limited / not 
representative. 

Handling of 
duplicate articles 

Some early versions of a study may be published in a 
conference, and an extended one in a journal. Duplicate studies 
should be identified and handled, so that the study set, does 
not contain duplicate information. 

Inclusion/Exclusion 
of Grey literature 

Based on the goal of the study, including or excluding grey 
literature can pose a threat. For example, grey literature should 
be considered in Multi-Vocal Literature Reviews (MLRs), in 
which practitioners’ view should be examined. 

Threats to Data Validity 
223 
Name Description 

Small sample size A small sample threatens the validity of the dataset, since 
results may be: (a) prone to bias (data might come from a small 
community), (b) not statistically significant, and (c) not safe to 
generalize. 

Heterogeneity of 
primary studies 

Data that are highly heterogeneous are not easy / safe to 
synthesize, since such a process is prone to involve a high 
degree of subjectivity. 

Choices of variables 
to be extracted 

The variables that have been chosen to be extracted might 
threaten the validity of the results, since they might not fit for 
answering the research questions. Additionally, they are prone 
to researchers’ bias. 

Potential lack of 
relationships 

Examining data that lack relations might hinder reaching a 
conclusion. 

Data extraction 
inaccuracies 

Data analysis might not be carefully performed, or might not 
follow strict guidelines. For example, the same concept might 
be inconsistently classified into two primary studies. This leads 
to inaccuracies in the dataset. 

Unverified data 
extraction 

Data extraction items that are not verified by external 
reviewers, or have not been subject to internal review. 

Miss-classification of 
primary studies 

This threat is valid for secondary studies that aim at developing 
a classification schema (usually mapping studies). This threat 
can occur if primary studies are incorrectly or inconsistently 
classified in a specific class. 

Lack of statistical 
analysis 

In some designs it is not possible to perform statistical analysis. 
For example, in cases that all extracted data items are 
categorical. 

Construction of 
attribute framework 

When we define a set of possible values for the attributes (i.e., 
variables) that are used to characterize each primary study, we 
construct an attribute framework. If the selected values are not 
discriminative and comprehensive then the data extraction can 
result to an insufficient dataset 

Threats to Research Process Validity 

Name Description 

Chosen research 
method 

Mapping studies and literature reviews are designed to serve 
different goals and scopes. The selection of a specific research 
method might not fit the goals, the scope, or the context of the 
performed secondary study. 

Review process 
deviations 

In some cases researchers choose to deviate from the guidelines 
offered by the research method. Such deviations (e.g., not 
performing the keywording of abstracts step in a mapping 
study, although the guidelines of Petersen [22] are used) 
threaten the validity of the study, since some important aspects 
might be compromised. 

Lack of comparable 
studies 

Some secondary studies lack comparable related work (i.e., 
other secondary studies or primary studies). In this case there 
is no possibility of comparing the results to existing literature, 
or intuitively validate them. 

Unfamiliarity to the 
research field 

In some cases secondary studies are performed by non-expert 
researchers. The lack of knowledge in the domain can lead to 
undesired consequences, such as: omission of well-known 
studies in the field, limited synthesis capacity, etc. 

ppendix B. List of Studies 

[S1] Abdelmaboud, A., Jawawi, D. N., Ghani, I., Elsafi, A., and
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79, 2015. 

[S2] Abelein, U., and Paech, B. Understanding the Influence of User
articipation and Involvement on System Success: a Systematic Mapping
tudy. Empirical Software Engineering, 20(1), 28–81, 2015. 

[S3] Achimugu, P., Selamat, A., Ibrahim, R., and Mahrin, M. N. A
ystematic literature review of software requirements prioritization re-
earch. Information and Software Technology, 56(6), 568–585, 2014. 

[S4] Afzal, W., Torkar, R., and Feldt, R. A systematic review of
earch-based testing for non-functional system properties. Information
nd Software Technology, 51(6), 957–976, 2009. 

[S5] Ahmad, A., and Babar, M. A. Software architectures for robotic
ystems: A systematic mapping study. Journal of Systems and Software,
22, 16–39, 2016. 
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[S6] Al Dallal, J. Identifying refactoring opportunities in object-
riented code: A systematic literature review. Information and Software
echnology, 58, 231–249, 2015. 

[S7] Al-Baik, O., and Miller, J. The kanban approach, between agility
nd leanness: a systematic review. Empirical Software Engineering,
0(6), 1861–1897, 2015. 

[S8] Aleti, A., Buhnova, B., Grunske, L., Koziolek, A., and Meedeniya,
. (2013, #may#). Software Architecture Optimization Methods: A Sys-
ematic Literature Review. IEEE Transactions on Software Engineering,
9(5), 658–683, 2013. 

[S9] Ali, M. S., Ali Babar, M., Chen, L., and Stol, K.-J. A systematic
eview of comparative evidence of aspect-oriented programming. Infor-
ation and Software Technology, 52(9), 871–887, 2010. 

[S10] Ali, S., Briand, L., Hemmati, H., and Panesar-Walawege, R.
 Systematic Review of the Application and Empirical Investigation of
earch-Based Test Case Generation. IEEE Transactions on Software En-
ineering, 36(6), 742–762, 2010. 

[S11] Alves, N. S., Mendes, T. S., de Mendonsa, M. G., Spinola, R.
., Shull, F., and Seaman, C. Identification and management of technical
ebt: A systematic mapping study. Information and Software Technol-
gy, 70, 100–121, 2016. 

[S12] Alves, V., Niu, N., Alves, C., and Valença, G. Requirements
ngineering for software product lines: A systematic literature review.
nformation and Software Technology, 52(8), 806–820, 2010. 

[S13] Ameller, D., Burgués, X., Collell, O., Costal, D., Franch, X., and
apazoglou, M. P. Development of service-oriented architectures using
odel-driven development: A mapping study. Information and Software
echnology, 62, 42–66, 2015. 

[S14] Ampatzoglou, A., Ampatzoglou, A., Chatzigeorgiou, A., and
vgeriou, P. The Financial Aspect of Managing Technical Debt: A Sys-

ematic Literature Review. Information and Software Technology, 2015.
[S15] Ampatzoglou, A., and Stamelos, I. Software engineering re-

earch for computer games: A systematic review. Information and Soft-
are Technology, 52(9), 888–901, 2010. 

[S16] Ampatzoglou, A., Charalampidou, S., and Stamelos, I. Re-
earch state of the art on GoF design patterns: A mapping study. Journal
f Systems and Software, 86(7), 1945–1964, 2013. 

[S17] Anh, N.-D., Cruzes, D. S., and Conradi, R. Dispersion, Coor-
ination and Performance in Global Software Teams: A Systematic Re-
iew. Proceedings of the ACM-IEEE International Symposium on Empir-
cal Software Engineering and Measurement, 129–138, New York, NY,
SA: ACM, 2012. 

[S18] Anjum, M., and Budgen, D., "A mapping study of the defini-
ions used for Service Oriented Architecture." 16th International Confer-
nce on Evaluation & Assessment in Software Engineering (EASE 2012).

[S19] Arias, T. B., Spek, P. v., and Avgeriou, P. A practice-driven
ystematic review of dependency analysis solutions. Empirical Software
ngineering, 16(5), 544–586, 2011. 

[S20] Badampudi, D., Wohlin, C., and Petersen, K. Software compo-
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tic literature review. Journal of Systems and Software, 121, 105–124,
016. 

[S21] Bakar, N. H., Kasirun, Z. M., and Salleh, N. Feature extraction
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oftware, 106, 132–149, 2015. 
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n Proceedings of the 17th International Conference on Evaluation and
ssessment in Software Engineering (pp. 125–130). ACM. 
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ional Conference on Evaluation & Assessment in Software Engineering
EASE 2012). 
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ppendix C. Venues Selection Process 
cr.1 cr.2 cr.3 cr.4 Included 

A yes yes 183 yes 
A yes yes 118 yes 
B yes yes 108 yes 
A yes yes 80 yes 
A yes yes 69 yes 
A yes yes 61 yes 
A yes yes 53 yes 
B yes yes 46 yes 
A yes yes 44 yes 

A yes yes 44 yes 
A yes yes 36 yes 
A yes yes 21 yes 
A no no 
A yes no no 
A no no 
A no no 
A no no 
A yes no no 
B yes no no 
A yes no no 
A yes yes N/A no 
B no no 
B no no 
B yes no no 
B no no 
A no no 
A no no 
A no no 
A no no 
A yes no no 
A yes no no 
B no no 
B no no 
B no no 
B yes no no 
B yes no no 
B no no 
B yes no no 
B yes no no 

( continued on next page ) 
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( continued ) 

Name cr.1 cr.2 cr.3 cr.4 Included 

Journal of Software B yes yes N/A no 
Journal of Software Maintenance and Evolution: research and practice B yes no no 
Journal of Systems Architecture B yes no no 
Journal of Visual Languages and Computing A yes no no 
Multimedia Systems B yes no no 
Multimedia Tools and Applications B yes no no 
Requirements Engineering B yes no no 
Science of Computer Programming A yes no no 
Software and System Modelling B yes no no 
Software Testing, Verification and Reliability B yes no no 
Text Technology: the journal of computer text processing B no no 
Theory and Practice of Logic Programming A yes no no 
ACM Conference on Applications, Technologies, Architectures, and Protocols for 
Computer Communication 

A no no 

ACM Conference on Computer and Communications Security A no no 
ACM Conference on Object Oriented Programming Systems Languages and 
Applications 

A yes no no 

ACM International Symposium on Computer Architecture A yes no no 
ACM Multimedia A no no 
ACM SIGOPS Symposium on Operating Systems Principles A no no no 
ACM/IFIP/USENIX International Middleware Conference A no no 
ACM-SIGACT Symposium on Principles of Programming Languages A yes no no 
ACM-SIGPLAN Conference on Programming Language Design and Implementation A yes no no 
Annual Computer Security Applications Conference A yes no no 
Architectural Support for Programming Languages and Operating Systems A yes no no 
Aspect-Oriented Software Development A yes no no 
Conference on the Quality of Software Architectures A yes no no 
European Conference on Object-Oriented Programming A yes no no 
European Symposium on Programming A yes no no 
European Symposium On Research In Computer Security A yes no no 
Eurosys Conference A yes no no 
IEEE Computational Systems Bioinformatics Conference A no no 
IEEE Computer Security Foundations Symposium A yes no no 
IEEE International Conference on Software Maintenance A yes no no 
IEEE International Requirements Engineering Conference A yes no no 
IEEE/IFIP International Conference on Dependable Systems A yes no no 
IEEE/IFIP International Symposium on Trusted Computing and Communications A no no 
IEEE/IFIP Working Conference on Software Architecture A yes no no 
IFIP Joint International Conference on Formal Description Techniques and Protocol 
Specification, Testing, And Verification 

A yes no no 

Intelligent Systems in Molecular Biology A no no 
International Conference on Compiler Construction A yes no no 
International Conference on Coordination Models and Languages A yes no no 
International Conference on Evaluation and Assessment in Software Engineering A yes yes N/A no 
International Conference on Functional Programming A yes no no 
International Conference on Principles and Practice of Constraint Programming A yes no no 
International Conference on Reliable Software Technologies A yes no no 
International Conference on Software Process A yes no no 
International Conference on Security and Privacy for Communication Networks A no no 
International Conference on Software Reuse A yes no no 
International Conference on Virtual Execution Environments A no no 
International Symposium Component-Based Software Engineering A yes no no 
International Symposium on Automated Technology for Verification and Analysis A yes no no 
International Symposium on Code Generation and Optimization A yes no no 
International Symposium on High Performance Computer Architecture A yes no no 
International Symposium on Memory Management A yes no no 
International Symposium on Software Reliability Engineering A yes no no 
International Symposium on Software Testing and Analysis A yes no no 
Tools and Algorithms for Construction and Analysis of Systems A yes no no 
Usenix Network and Distributed System Security Symposium A yes no no 
Usenix Security Symposium A yes no no 
Usenix Symposium on Operating Systems Design and Implementation A no no 
USENIX Workshop on Hot Topics in Operating Systems A no no 
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