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Abstract- This paper presents a new scheduling protocol for Node 1 Node 2 Node n
WDM star networks. The new protocol (Priority Scheme Earliest
Available Time Scheduling - PS-EATS) is based on the previously
proposed EATS protocol which assigns the earliest available data t
channel to each node that has a message to transmit. PS-EATS V
modifies the order in which the nodes' requests are processed
and allows long messages to be processed ahead of shorter -- ,
ones. Simulation results show that PS-EATS improves network
performance in terms of throughput and also marginally reduces
the mean packet delay.

I. INTRODUCTION Passive

The constantly increasing demand for high speed connec- Tunable transmitter * ta-
tions and network bandwidth has led to the prevalence of / Tunable receiver
optical fiber as a transmission medium. Optical networks can Fixed transmitter
support data rates in the order of terabits particularly when n Fixed receiver
wavelength division multiplexing (WDM) is employed [1].
In this work we consider a local area optical WDM network Fig. 1. Network structure.
with a single-hop broadcast-and-select architecture. Network
nodes are connected via a passive star coupler. Each node
generates data messages destined to other nodes. In order for phases, a control phase and a data phase. The data transmission
such a network to operate effectively, some form of access phase and the control phase are divided into data and control
control and channel allocation is required. This is the purpose timeslots respectively. The duration of a data timeslot is equal
of the Medium Access Control (MAC) protocol [2]. This to the time required for the transmission of a data packet whose
paper proposes a new pre-transmission coordination based size is a network design parameter. Network nodes generate
collision-free MAC protocol which is called priority scheme variable length messages composed of variable numbers of
Earliest Available Time Scheduling (PS-EATS). The novel data packets. The control phase is divided into N control
aspect of PS-EATS is that it prioritizes the transmissions timeslots with each timeslot handling the transmission of a
of long messages regardless of the source and destination single control packet; therefore a total ofN control packets are
nodes. By serving long messages ahead of others, the mean transmitted in the control phase, one for each network node.
packet delay is reduced. Furthermore, channel utilization is Control packets contain the address of the destination node
increased because idle time periods are minimized. Messages and the number of data packets to be transmitted. Medium
are reordered in the service queue based on a two dimensional access is based on time-division multiplexing.
array of priorities which stores messages awaiting transmission III. BACKGROUND - PREVIOUSLY PROPOSED SCHEDULING
in their corresponding positions. ALGORITHMS

II. NETWORK STRUCTURE According to the EATS (Earliest Available Time Schedul-
We consider a network composed of N nodes. Each node ing) protocol proposed in [4], each node examines the contents

is connected to the star coupler via two optical fibers (in of all control packets received by its fixed receiver and assigns
order to achieve bidirectional transmission) as depicted in the earliest available data channel for transmission. In terms
Fig.l. The bandwidth in each optical fiber is divided into of global state information, EATS maintains two tables. The
W + 1 channels with W channels used for data transmission Receiver Available Time (RAT) table has N elements with
(data channels) and one channel reserved for pre-transmission RAT[j] t meaning that receiver j will be available after t
coordination between nodes (control channel) [3]. All nodes timeslots. The second table is called Channel Available Time
are equipped with a tunable transmitter and a tunable receiver (CAT) and has W elements. The values of CAT elements
used for data transmission (in all W data channels) as well as a are interpreted as follows: CAT[c] =t means that channel
pair of fixed transceivers used for control packet transmission c will be available after t timeslots. The protocol logic can
and reception. Each transmission frame is divided into two be summarized in the following steps: select the channel
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with the minimum CAT value for transmission, calculate the
transmission time of the message based on data from both
tables and update both tables accordingly. Thus, each network NeSoiktughputwith5 chels
node calculates when its message should be transmitted and -EATS
on which channel and all types of collisions are avoided. 11

IV. THE PROPOSED SCHEDULING ALGORITHM X __/__

The proposed protocol PS-EATS attempts to improve per- - 8/_
formance by altering the order in which data messages are 7__7 /
processed. Each data message is assigned a priority level 6 __
according to the number of packets it contains. Long messages 5
are assigned higher priorities and are therefore processed 10 20 30 40 50 60
ahead of shorter ones. The new scheduling algorithm assumes
that there is an upper bound on the length of a message (in
packets) denoted by K. Therefore, the priority of a message
is a number between 1 and K and messages are served in a
descending order of priority. Message priorities are stored in Fig. 2. Network throughput with 5 channels.
a priority table P with K rows. Row i contains all messages
with priority equal to i. If multiple messages have the same
priority, they are stored in the same row of table P in adjacent
columns. Once table P has been filled out for the current NeSoikughputw -6i1 chaes
frame, protocol PS-EATS uses the same scheduling algorithm 21 -EATS
as EATS starting with row K. _19

In order to illustrate the operation of the PS-EATS protocol, _ 17

we provide a numerical example. Consider a network with ______
5 nodes and 3 channels and the following messages for 13 _
transmission: 91 _ _ _

Source Destination Message length
node node (in packets) 10 20 30 40 50 60
1 2 2N odes

2 4 3
3 5 1
4 1 5
5 1 4

Fig. 3. Network throughput with 10 channels.

EATS will process messages in the order of arrival (node 1
to 5) as follows: V. SIMULATION RESULTS

Timeslots Simulation results presented are based on the following
1 2 3 4 5 6 7 8 9 10 11 assumptions:

wi h2 h2 ni ni ni ni

W2 n4 n4 n4 1) The data message arrival process for all nodes is based
W3 n5 ni nij nij ni nhi on a uniform distribution.

2) Each message can be destined to any of the other nodes
On the contrary, PS-EATS will assign priorities to messages with equal probability.

and therefore the service order will be node 4 - node 5 - node 3) Message length is computed as a random number be-
2 - node 1 and node 3. Apart from the order in which requests tween 0 (= no message) and K.
are processed, PS-EATS operates in the same manner as EATS. 4) Data rate is equal to 2.4 Gbps per channel.
The new schedule will be generated as follows: 5) Simulation time is equal to 10000 frames.

6) The transceivers tuning latency T and the propagation
Timeslots delay of messages R were assumed to be constant and

1 2 3 4 5 6 7 8 9 10 their values are 1 and 2 respectively.
wi ni hi ni ni ni h5 - .1I1w2 nl nl nln l 7) The maximum message size K was not assumed fixed
|W3 h4 h4 h4 h2 |h2 but equal to k =L(m * w)/5j [5] for scalability reasons

PS-EATS will also produce a shorter schedule (with a length The graphs that follow were produced by simulation exper-
of 10 timeslots) than EATS (11 timeslots). iments in which the number of nodes varied from 10 to 60.
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Fig. 4. Network throughput vs. mean packet delay with 5 channels. Fig. 5. Network throughput vs. mean packet delay with 10 channels.

In graphs 1 and 3 the number of channels is equal to 5 while VI. CONCLUSIONS AND FUTURE WORK
in graphs 2 and 4 the number of channels is equal to 10. As part of our future work, we intend to study the per-

Fig.2 depicts the network throughput for 5 channels while formance of PS-EATS under bursty network traffic in order
Fig.3 depicts network throughput for 10 channels. The per- to draw more realistic conclusions regarding its applicability
formance of PS-EATS is constantly superior to that of EATS in optical local area networks. Furthermore, we have already
for all numbers of nodes. For instance, when the number of devised an extension of PS-EATS to support prespecified
nodes is 30 and the number of channels is 5, the difference traffic priorities. In this protocol which will provide quality of
between the two algorithms equals 0.7 Gbps (in favor of PS- service support, the length of messages awaiting transmission
EATS of course) while for 50 nodes and 10 channels PS- will not be the only criterion that determines the processing
EATS outperforms EATS by approximately 2.35 Gbps. The order but traffic priorities will also be taken into account
observed improvement in network throughput can be explained (for example, real-time! delay-sensitive traffic such as video
as follows: by allowing long messages to be processed first, streaming will be served ahead of data traffic).
the schedule is optimized and idle slots are reduced. Fig.4 and
5 illustrate the network throughput versus the mean packet REFERENCES
delay for 5 and 10 channels respectively. From the graphs, it [1] G. I. Papadimitriou, c. Papazoglou, and A. s. Pomportsis, "4Optical
is evident that PS-EATS not only improves performance but switching: Switch fabrics, techniques, and architectures," IEEE Journal

also arginllyrducesthe man paket dlay. or intance [2]of Lightwave Technology, vol. 21, no. 2, 2003.also mrglnalyredces te mea packe dela For lstanc, []G. I. Papadimitriou, P. A. Tsimoulas, M. s. Obaidat, and A. s. Pomportsis,
for 40 nodes and 5 channels, the mean waiting time for EATS Multiwavelength Optical LANs. Wesley, 2003.
is 44 timeslots while the mean waiting time for PS-EATS is [3] B. Mukherjee, Optical Communication Networks. Wesley, 1997.

tso0nodes and 10 channels the mean waiting [4] F. Jia, B. Mukherjee, and J. Iness, "Scheduling variable-length message43 timeslots.For60 ~~~~~~~~~~ina single-hop multichannel local lghtwave network," IEEE/ACM Trans-
times are equal to 101 (EATS) and 99 (PS-EATS). This can be actions on Networking, vol. 3, no. 4, pp. 477-488, 1995.
attributed to the fact that the waiting time of a large number [5] P.Sarigiannidis, G.I.Papadimitriou, and A.S.Pomportsis, "A high through-

of packets (thse contained n long message) is minimize, put scheduling technique, with idle timeslot elimination mechanism,"of pacets (hoseontaled lnlong essags) 1Smlnlmze(l. IEEE Journal of Lightwave Technology, vol. 24, no. 12, pp. 4811-4827,
This means that the improvement in performance offered by 2006.
PS-EATS does not come at the cost of additional packet delay.

Authorized licensed use limited to: Aristotle University of Thessaloniki. Downloaded on October 7, 2008 at 6:0 from IEEE Xplore.  Restrictions apply.


