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Abstract
Constraint programming provides a powerful framework for model-

ing and solving combinatorial problems. However, manually defin-

ing the required constraints can be a challenging task that requires

a high level of expertise. Constraint acquisition (CA) techniques

aim to semi-automate this process by learning constraints from

examples of solutions and non-solutions. One important factor that

can impact the effectiveness of CA is the diversity of the example

solutions provided. This paper investigates how solution diversity

influences passive learning approaches for CA across three distinct

problems and various diversity metrics. Our results demonstrate

that solution diversity significantly influences the quality of learned

constraints, highlighting the importance of diverse solution sets.

In addition, we show how we can predict whether a given set of

solutions will enable accurate constraint learning using a machine

learning (ML) model. Our experimental evaluation shows that the

ML model can accurately predict the recall of the CA system based

on the solution set’s diversity metrics and the number of solutions.
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• Theory of computation→ Constraint and logic program-
ming.
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1 Introduction
Constraint Programming (CP) is a paradigm for modeling and solv-

ing Constraint Satisfaction Problems (CSPs) using techniques from

AI, computer science, and operations research. CP is applied in

various domains, such as scheduling, resource allocation, and as-

signment problems [27, 34]. To model a real-world problem as a

CSP, the user has to define the variables, their domains, and the

constraints of the problem. Variables represent the entities of the

problem on which some decision needs to be made, domains define

possible values for the variables, and constraints describe relation-

ships between variables. By defining these elements, CP facilitates

the formulation of complex problems in a way that is both intuitive

and close to their original definitions, hence providing a conve-

nient approach to their solution. However, the modeling process

has been identified as an important bottleneck for the wider user

of CP, as substantial expertise is required for the identification and

formulation of the constraints [9, 10]. This has led to an increasing

interest in Constraint Acquisition (CA) techniques, which can help

to automate the modeling process [6, 7, 31].

CA relies on examples of solutions and non-solutions, and possi-

bly on user feedback, to generate constraints iteratively, potentially

saving considerable time and effort compared to the laborious man-

ual modeling of the constraints. There are two primary CA learning

paradigms: passive learning (PL) and active learning (AL). AL is a

paradigm that exploits explicit user input to acquire constraints.

This input is obtained by soliciting feedback from the user, which

can be a human or a software tool, on whether a given example

(i.e., a set of variable assignments) constitutes a solution. AL is

particularly focused on acquiring fixed-arity constraints, with no

AL system so far being able to learn global constraints.

In PL, the system tries to acquire constraints by observing and an-

alyzing examples of solutions (and possibly non-solutions) without

requiring explicit user input. Most PL approaches rely only on solu-

tions of the problem, as they can be derived from previously solved

instances of a problem, historical datasets that record solutions to

similar problems, or simulations of the problem scenario. Most PL

systems primarily focus on acquiring global constraints, or patterns

of constraints, by analyzing the available solutions and identify-

ing common patterns among them. Then, AL can be employed to

complete a basic model obtained through PL.
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Although the quality of the given set of solutions is of high

importance in passive CA, its impact is rather overlooked in the

literature. Passive CA systems are commonly evaluated on sets of

solutions artificially generated, focusing mainly on the number of

solutions used and not on how these solutions are structured. As

there are no standard evaluation sets or ways of generating them,

the obtained results can be highly affected by the quality of the

sets of solutions used. One significant factor regarding the set of

solutions used in the acquisition process is their diversity, i.e., how

different they are. Like in standard machine learning, where the

diversity of solutions has been identified as a very important factor,

along with the size of the dataset used [12, 30], diverse solutions in

CA provide a broader representation of the problem space, which

may enhance the correctness of the acquired set of constraints. By

analyzing a wider range of solutions, CA systems can identify and

confirm a variety of patterns, leading to the formulation of con-

straint models that more accurately capture the given problem. Also,

incorporating diverse solutions can lead to the detection of rare

but critical scenarios that might otherwise be overlooked, thereby

improving the system’s performance in real-world applications.

In this work, we focus on enhancing the understanding of the

impact of solution diversity on PL methods. We evaluate the impact

of solution diversity on PL methods in three problems: Sudoku,

Greater than Sudoku, and WLP. To this end, we evaluate the per-

formance of a passive CA system, using different sets of solutions,

that vary in their diversity. We used well-known diversity metrics

to measure solution diversity. Our experiments focus on evaluating

how close the learned set of constraints is to the target set of con-

straints for the given benchmarks. Our experiments demonstrate

that solution diversity significantly impacts the effectiveness of pas-

sive learning methods in constraint acquisition. Higher diversity in

solution sets improves constraint learning accuracy.

However, in real-world applications, it is unlikely that we will

have a large pool of (diverse) solutions available. Thus, we cannot

easily predict how accurate the CPmodel extracted using CAwill be

prior to applying a CA method. To tackle this, we propose to apply

diversitymetrics on the available set of solutions in order to evaluate

its quality. We show how a machine learning (ML) model can be

used to predict whether or not a given set of example solutions will

result in a good CSP model, based on a feature representation of the

given solutions set, regarding its diversity and amount of solutions it

contains. The results demonstrate that the ML model can accurately

predict the recall (quality) of the constraint model learned by the

CA system, based on features capturing the diversity and size of the

given solution set. Across all benchmarks the ML model achieved

very high 𝑅2
scores, ranging from 97.61% to 99.89%, when using

different diversity metrics as features. These high 𝑅2
values indicate

that the machine learning model can reliably estimate the expected

recall, and consequently the quality of the learned CP model. This

predictive capability is valuable when we do not have access to a

large, diverse pool of solutions, allowing us to assess if the available

solutions are sufficient for accurate CA or if more data is needed.

To summarize, we address the following key questions:

(1) How does solution diversity impact the effectiveness of PL

methods in semi-automated CP modeling across different

problems?

(2) Can we develop a predictive model to estimate the expected

recall of the learned constraints given the diversity measures

and the number of solutions provided to the CA process?

The remainder of this paper is structured as follows. Background

on CP, CA, diversity of solutions, and supervised ML is given in

Section 2. In Section 3, we review the related work. Following this,

we outline our methodology employed to evaluate the impact of

solution diversity on PL methods in CA systems and present the

results obtained from the experimental analysis in Section 4. In

Section 5, we present an ML model to estimate the expected recall

of the learned constraints. Finally, Section 6 concludes the paper.

2 Background
2.1 Constraint Programming
Constraint Programming (CP) is a powerful paradigm for solving

combinatorial problems. Formally, a Constraint Satisfaction Prob-

lem (CSP) [33] can be defined as a triple (𝑋, 𝐷,𝐶):
• 𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛}: a set of 𝑛 variables.

• 𝐷 = {𝐷𝑥1
, 𝐷𝑥2

, . . . , 𝐷𝑥𝑛 }: a set of 𝑛 domains, where each

domain 𝐷𝑥𝑖 is the finite set of possible values that variable

𝑥𝑖 can take.

• 𝐶 = {𝑐1, 𝑐2, . . . , 𝑐𝑚}: A set of𝑚 constraints. Each constraint

𝑐𝑖 specifies the allowable combinations of values for a subset

of variables.

The goal is to find an assignment 𝑎 for the variables in 𝑋 such

that all constraints in𝐶 are satisfied. Such an assignment 𝑎 is called

a solution 𝑠 of 𝐶 . The set of all solutions of 𝐶 is notated as 𝑠𝑜𝑙 (𝐶).
Constraints in CP are divided into two main types: fixed-arity

and global constraints. Fixed-arity constraints involve a predeter-

mined, number of variables.When these constraints apply to exactly

two variables, they are known as binary. Common fixed-arity con-

straints include various mathematical relations among a specified

number of variables, e.g. 𝑥1 > 𝑥2. On the other hand, global con-

straints are constraints applied to sequences of variables, thus, they

do not have a fixed-arity, providing a global view of the patterns

present in the problem [26]. Various global constraints exist to

capture different patterns in CSPs [2]. In this work, we define the

constraints allDifferent and count, as these are present in the

problems used in our experimental analysis. The allDifferent
constraint applies to a set of variables 𝑋 ′ and requires that each

pair of variables 𝑥𝑖 , 𝑥 𝑗 ∈ 𝑋 ′ must satisfy 𝑥𝑖 ≠ 𝑥 𝑗 for 𝑖 ≠ 𝑗 [25, 29].

The count constraint [2], denoted as Count(𝑋 ′, 𝑣, 𝑐), specifies that
exactly 𝑐 variables in the set 𝑋 ′ should take on the value 𝑣 .

2.2 Constraint Acquisition
In Constraint Acquisition, the goal is to learn the set of constraints

𝐶 of a CSP, given a set of examples. That is, a set of solutions 𝑆

and possibly a set of non-solutions 𝑁 . The pair (𝑋, 𝐷) is called
the vocabulary of the problem at hand and is common knowledge

shared by the user and the system.

Besides the vocabulary, the learner is also given a language Γ
with the possible relations of (global or fixed-arity) constraints

that may exist in the problem. Using the vocabulary (𝑋, 𝐷) and
the constraint language Γ, the system builds a constraint bias 𝐵,
which is the set of candidate constraints for the problem (i.e. all
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the constraints that may possibly exist in the model). This set of

candidate constraints can either include the constraints derived by

applying the relations in Γ to all combinations of variables in 𝑋 or

only use specific assumptions on the patterns to search for.

Let 𝐶𝑇 , the target constraint network, be an unknown set of

constraints such that for every assignment 𝑒 over 𝑋 it holds that

𝑒 ∈ 𝑠𝑜𝑙 (𝐶𝑇 ) iff 𝑒 is a solution to the problem the user has in mind.

The goal of CA is to learn a constraint set𝐶𝐿 ⊆ 𝐵 that is equivalent

to 𝐶𝑇 . As in the literature, we assume that the bias 𝐵 can represent

𝐶𝑇 , i.e., there exists a 𝐶 ⊆ 𝐵 s.t. 𝑠𝑜𝑙 (𝐶) = 𝑠𝑜𝑙 (𝐶𝑇 ). Thus, a set

equivalent to 𝐶𝑇 can be extracted from 𝐵. The acquisition process

has converged on the learned network𝐶𝐿 ⊆ 𝐵 iff consistent with the

given examples of solutions and non-solutions, i.e., 𝑆 ⊆ 𝑠𝑜𝑙 (𝐶𝐿) ∧
𝑁 ∩ 𝑠𝑜𝑙 (𝐶𝐿) = ∅, and for every other consistent constraint network
𝐶 ⊆ 𝐵, it holds that 𝑠𝑜𝑙 (𝐶) = 𝑠𝑜𝑙 (𝐶𝐿).

In passive CA the set of solutions and non-solutions is preex-

isting, thus, the methods typically focus on learning a constraint

network that meets the first property. As shown in [7], proving

the second property is coNP-complete, requiring an exponential

number of examples. As a result, depending on the method used,

the set of constraints learned can be more restrictive than 𝐶𝑇 , i.e.,

𝑠𝑜𝑙 (𝐶𝐿) ⊊ 𝑠𝑜𝑙 (𝐶𝑇 ), or more loose than 𝐶𝑇 , i.e., 𝑠𝑜𝑙 (𝐶𝑇 ) ⊊ 𝑠𝑜𝑙 (𝐶𝐿).

2.3 Diversity
As we will demonstrate, the diversity of the examples in the given

sets of solutions and non-solutions can significantly impact the qual-

ity of the derived constraint models. Mathematically, the diversity of

assignments for a CSP can be quantified using various metrics. Com-

monly used diversity metrics include the Hamming distance, 𝐿1-

norm, and 𝐿2-norm. Given two example solutions 𝑠 = (𝑠1, 𝑠2, . . . , 𝑠𝑛)
and 𝑠′ = (𝑠′

1
, 𝑠′

2
, . . . , 𝑠′𝑛), these metrics are defined as follows:

• Hamming distance: measures the number of positions

at which the corresponding elements of the examples are

different. It is defined as:

𝑑𝐻 (𝑠, 𝑠′) =
𝑛∑︁
𝑖=1

I(𝑠𝑖 ≠ 𝑠′𝑖 )

where I is the indicator function, which is 1 if the condition

is true and 0 otherwise.

• 𝐿1-norm (Manhattan distance): measures the sum of the

absolute differences between corresponding elements of the

examples. It is defined as:

𝑑𝐿1
(𝑠, 𝑠′) =

𝑛∑︁
𝑖=1

|𝑠𝑖 − 𝑠′𝑖 |

• 𝐿2-norm (Euclidean distance): measures the square root

of the sum of the squared differences between corresponding

elements of the examples. It is defined as:

𝑑𝐿2
(𝑠, 𝑠′) =

√√
𝑛∑︁
𝑖=1

(𝑠𝑖 − 𝑠′𝑖 )2

2.4 Supervised Machine Learning
Supervised ML is a task that involves learning a function over a

given dataset. The dataset, denoted as E, is a collection of 𝑁 train-

ing examples, E = {(𝜙1, 𝑦1), (𝜙2, 𝑦2), ..., (𝜙𝑁 , 𝑦𝑁 )}. Each training

example is a pair (𝜙𝑖 , 𝑦𝑖 ), where 𝜙𝑖 is a feature vector from the input

space Φ and 𝑦𝑖 is the target value from the output space 𝑌 . The

feature vector 𝜙𝑖 is composed of𝑚 features, 𝜙𝑖 = (𝜙𝑖1, 𝜙𝑖2, . . . , 𝜙𝑖𝑚),
with each feature 𝜙𝑖 𝑗 being a quantifiable property or characteristic

of training example 𝑖 . In the case of classification, 𝑌 contains dis-

crete values, each representing a class of the problem. In the case

of regression, 𝑌 contains continuous values. A supervised learning

model aims to learn a function 𝑓𝜃 : 𝑋 → 𝑌 , parameterized by a set

of learnable parameters 𝜃 . These parameters are adjusted during

the training process to minimize a loss function 𝐿(𝑓𝜃 (𝜙), 𝑦), which
measures the error between the predicted and actual target values.

The performance of regression models is often evaluated using

the coefficient of determination, denoted as 𝑅2
. It is defined as:

𝑅2 = 1 −
∑𝑁
𝑖=1
(𝑦𝑖 − 𝑦𝑖 )2∑𝑁

𝑖=1
(𝑦𝑖 − 𝑦)2

where 𝑦𝑖 is the actual target value, 𝑦𝑖 is the predicted value, and

𝑦 is the mean of the actual target values. An 𝑅2
score of 1 indicates

perfect prediction, while a score close to 0 indicates that the model

cannot predict better than a mean predictor.

3 Related Work
This section reviews the key developments in passive CA algorithms

and the generation of diverse solutions.

3.1 Passive CA
Due to the increased interest in semi-automating the modeling pro-

cess, several approaches for passive CA have been introduced. The

various approaches primarily differ on the following: the type of

constraints they focus on learning, their ability to handle noisy in-

put, and whether they require only solutions or also non-solutions

for the acquisition process. An early approach to passive CA is

the algorithm ConAcq.1 [4, 5, 7], which learns constraints from

user-provided examples of solutions and non-solutions. A passive

learning method based on inductive logic programming was pro-

posed in [15]. This system uses background knowledge on the

structure of the problem to learn a representation of the problem,

correctly classifying the examples given. An One-Class Constraint

Acquisition with Local Search (OCCALS) algorithm was presented

in [28], which, given a one-class training set (i.e. only examples of

solutions), acquires a non-convex MILP model.

None of these approaches are robust to errors in the labeled

data. To this end, SeqAcq and BayesAcq were introduced, being

robust to noise in the training set. In SeqAcq, a statistical approach

based on sequential analysis is used [22], while in BayesAcq, a

naive Bayes classifier is trained to distinguish between solution

and non-solution, using the candidate constraints as features. Then,

based on the trained classifier, a set of constraints is derived [23].

Additionally, MINEACQ [20] was recently introduced, using unsu-

pervised learning that is capable of learning from both labeled and

unlabeled data to get around the data collection bottleneck.

A limitation of the previously mentioned methods is that they

operate only with fixed-arity constraints. On the other hand, Mod-

elSeeker [3], a well-known CA system, learns global constraints.

It leverages the global constraint catalog [2] to derive constraint

models from positive examples, based on patterns that commonly
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exist in CP models. Although it cannot learn fixed-arity constraints,

it is powerful on learning complex constraint problems.

Another directionwas presentedwith the COUNT-CPmethod [14].

COUNT-CP is a generate-and-aggregate approach, in contrast to

the generate (candidate constraints) and test approach that is com-

monly used. It learns fixed-arity bounded expressions, aggregating

their bounds based on the input set of solutions to the problem.

Its main advantage is that it also involves a generalization step, to

learn expressive first-order constraints.

Inmanyworks, it is assumed that a sufficient number of examples

is needed to learn a set of constraints representing the problem, with

the evaluation procedure typically using thousands of examples [21,

22]. There are a few systems that can learn from a small number of

solutions, presenting an evaluation over sets of solutions of different

size [2, 14]. However, to the best of the authors’ knowledge, there is

no work evaluating the effect of the diversity of the solutions given

to CA on its performance, although it is a very important factor.

Most passive CA systems return the most restrictive consis-

tent constraint set. Non-diverse solutions result in a small set of

eliminated candidates, leading to many additional constraints. For

example, although ModelSeeker has been shown to perform well

with a few solutions, its effectiveness can be limited if the solutions

are not sufficiently diverse or representative [3]. Non-solution di-

versity is crucial for validating constraints [22]. To this end, we

evaluate the effect of solution diversity on the performance of CA

systems, focusing on the extracted set of constraints.

3.2 Diverse Solution Generation
Solution diversity in CP refers to generating multiple solutions to a

constraint satisfaction or optimization problem, with each solution

being significantly different from the others. The generation of such

diverse solutions has received attention in the literature, as it can

be useful in several scenarios, e.g. when the user preferences are

partially known, due to being difficult to model, or when we want

to use different solutions of the same staff scheduling to ensure

fairness across the workers.

Hebrard et al. [13] explored the generation of diverse solutions

using CP. Their approach leverages heuristic approaches to find

solutions that are significantly different from each other, thus pro-

viding a broader perspective of the solution space. They introduced

several metrics for measuring solution diversity, including Ham-

ming distance and various domain-specific criteria. Their exper-

iments on different benchmarks are very encouraging, and their

method has been widely adopted [8, 16]. Petit et al. [18] proposed

a framework for generating diverse and high-quality solutions,

addressing limitations of methods focusing on either diversity or

quality. Petit and Trapp [19] introduced solution engineering to

enhance quality and diversity by modifying existing solutions to

meet user criteria. Vadlamudi et al. [32] proposed algorithms guar-

anteeing a set of K diverse solutions, overcoming limitations of

heuristic methods.

While the generation of diverse solutions using CP methods has

received attention in the literature, being useful in several scenarios,

there are no studies that focus on the impact of solution diversity in

CA. In this paper, we investigate how solution diversity influences

passive learning approaches for CA, and how we can use diversity

metrics to predict whether a given set of solutions will enable

accurate constraint learning.

4 Evaluating the Impact of Solution Diversity
In this section, we first outline the methodology employed to eval-

uate the impact of solution diversity on passive learning methods

in CA systems. Then we describe our experimental setup, followed

by the discussion of the results.

4.1 Methodology
We first briefly describe the CA system used, and then we discuss

the different methods that can be used to generate sets of solutions

to systematically evaluate passive CA systems. Finally, we show

how we assess the diversity impact in the learned constraints set.

Constraint Acquisition System
We utilized a passive CA system that focuses on learning global

constraints [1], though any CA system can be used. The CA system

employed in this study aims to learn the set of constraints 𝐶 using

a given set of solutions 𝑆 ⊆ 𝑠𝑜𝑙 (𝐶). Inspired by the well-known

ModelSeeker system, it focuses on learning global constraints. As a

result, the language Γ includes relations corresponding to global

constraints, such as allDifferent and count. The CA system per-

forms the following steps:

• Generating the Candidate Global Constraints: Our CA
system uses predefined partitions, like rows, columns, di-

agonals, and other sequential and local patterns. For each

partition of variables that can be created based on the struc-

ture of the given problem, candidate global constraints from

the language Γ are generated and added to the bias 𝐵. For

example, variables within a row or column in Sudoku would

be matched with the allDifferent constraint.
• Filtering Candidate Constraints: The system filters the

set of candidate constraints 𝐵 to retain only constraints that

are consistent with the set of solutions 𝑆 . If a constraint is

satisfied across all solution sets, it is added to 𝐶𝐿 .

𝐶𝐿 ← {𝑐 |
∧
𝑠∈𝑆

𝑠 ∈ 𝑠𝑜𝑙 (𝑐), ∀ 𝑐 ∈ 𝐵}

The system outputs the learned constraint model 𝐶𝐿 ⊆ 𝐵, that
is consistent with the provided solutions 𝑆 . As this approach is

based on eliminating candidates, and not confirming constraints

through their violation in non-solutions, it always learns the set of

constraints in 𝐶𝑇 , but can also learn additional ones, if the set of

solutions is not diverse enough.

Generating Diverse Solution Sets
To investigate the impact of solution diversity on the performance

of the CA system, we generate a large solution pool for each bench-

mark problem using a CP solver. Let 𝑆𝑝𝑜𝑜𝑙 = {𝑠1, 𝑠2, . . . , 𝑠𝑁 } denote
this pool of solutions, where each 𝑠𝑖 is a solution to the problem,

and 𝑁 = |𝑆𝑝𝑜𝑜𝑙 | being the size of 𝑆𝑝𝑜𝑜𝑙 .
Using the solution pool 𝑆𝑝𝑜𝑜𝑙 , we can create a diverse solution

set 𝑆𝑑 using three different approaches:

(1) Sequential Collection: Solutions are collected consecu-

tively from the pool 𝑆𝑝𝑜𝑜𝑙 , with fixed gaps between them.
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This introduces varying levels of diversity in the resulting

solution sets. Formally, for a gap size 𝑔, the sequentially

collected solution set 𝑆𝑑 is defined as:

𝑆𝑑 = {𝑠𝑖 ∈ 𝑆𝑝𝑜𝑜𝑙 | 𝑖 ≡ 0 (mod 𝑔)} (1)

(2) Random Selection: Solutions are randomly selected from

the pool 𝑆𝑝𝑜𝑜𝑙 and added to 𝑆𝑑 .

(3) Distance-Based Selection: A solution set 𝑆𝑑 is created

using a predefined distance for Hamming, 𝐿1, or 𝐿2 metrics.

Evaluating Diversity Impact
To evaluate this impact, we count the number of global constraints

in 𝐶𝐿 , learned from each generated solution set after the CA pro-

cess, compared to the set of global constraints in the target set of

constraints 𝐶𝑇 . When the solutions are not diverse enough, the

CA system may identify spurious constraints that hold true for the

given solutions but do not generalize to the entire feasible space.

This leads to a learned constraint model that is more restrictive than

the true model, potentially excluding valid solutions that were not

present in the training set. This can be the case for the CA system

used in this study when the solutions are not diverse enough. On

the other hand, learning fewer constraints suggests that the CA

system has not been able to acquire all the target constraints from

the given set of solutions. In this case, the learned constraint model

is more relaxed than the true model, allowing solutions that violate

some of the actual constraints. This happens in CA systems that

use non-solutions to confirm candidate constraints.

Ideally, the CA system should learn the exact set of constraints

that define the problem. This indicates that the given set of solutions

is diverse enough to accurately represent the problem space and

allows the CA system to generalize effectively. By comparing the

number of learned constraints to the known set of constraints for

each benchmark problem, we can evaluate how well the CA system

performs under different levels of solution diversity.

4.2 Experimental Setup
Our experiments aim to answer the following questions:

(Q1) How does the diversity of solutions affect the learned con-

straint models?

(Q2) How does the number of solutions influence the performance

of the CA system?

We first describe the benchmark problems used in this study.

Next, we outline the solution generation process, highlighting the

methods employed to create diverse solution sets with the Ham-

ming, 𝐿1, and 𝐿2 distances. We then explain the evaluation process.

Benchmark Problems
We selected three benchmark problems for this study: Sudoku,

Greater Than Sudoku, and the Warehouse Location Problem (WLP).

Sudoku and Greater Than Sudoku. Sudoku is a popular puzzle

played on a 9 × 9 grid where the objective is to fill the grid with

numbers from 1 to 9 such that each row, column, and 3 × 3 subgrid

contains distinct numbers. In the context of CP, allDifferent
constraints are used to model the requirement that all variables

within a specified set take different values. Thus, for Sudoku there

are allDifferent constraints for each of the 9 rows, 9 columns,

and 9 subgrids, making a total of 27 allDifferent constraints.

Greater Than Sudoku extends this by adding inequality (> and <)

constraints between given adjacent cells, making it more complex.

The Greater than Sudoku boards used in this experimental study

has ten inequality constraints.

Warehouse Location Problem (WLP). The WLP involves deter-

mining optimal warehouse locations to minimize the total costs of

serving customers, including fixed costs for opening warehouses

and variable costs for serving customers from these locations. We

focused on the satisfaction part of the WLP, which includes con-

straints such as ensuring each customer is served by exactly one

warehouse and limiting the number of customers a warehouse

can serve. These constraints are captured using count constraints,

which ensure that the number of customers assigned to each ware-

house does not exceed a specified limit. Specifically, the count
constraint Count(𝑋 ′, 𝑖, 𝐾𝑖 ) ensures that the number of variables in

the set𝑋 ′ that take the value 𝑖 is exactly𝐾𝑖 . The WLP problem used

in this experimental study had 10 warehouses and 20 customers.

Solution Generation
For each benchmark problem, we generated an extensive pool of

solutions utilizing the Choco Solver [24]. Specifically, we produced

solution pools including 100,000 solutions for Sudoku, Greater Than

Sudoku, and 40,000 solutions for the WLP. These solution pools

were used for constructing the datasets with varying diversity. The

generation of these solutions required a cumulative computation

time of 278 hours, underscoring the computational intensity and

time-consuming nature of generating diverse solution sets.

Diversity Metrics and Dataset Creation
To evaluate the impact of solution diversity on the performance of

the CA system, we created diverse solution sets for each benchmark

problem using various distance metrics and selection methods. For

each of the above solution sets, we generated sets of 5, 50, 100,

200, 500, and 1000 solutions in order to study how the number of

solutions affect the CA system.

For Sudoku and Greater Than Sudoku, we generated solution sets

that met specific distance criteria based on the following metrics:

• Hamming Distance:We created solution sets with Ham-

ming distances of 1, 10, 20, 40, and 80.

• 𝐿1 Distance:We generated solution sets with 𝐿1 distances

of 1, 216, 432, and 658.

• 𝐿2 Distance:We generated solution sets with 𝐿2 distances

of 1, 24, 48, and 72.

For the WLP, which has fewer decision variables compared to

Sudoku and Greater Than Sudoku, we adjusted the distance criteria

to account for the smaller problem size:

• Hamming Distance:We created solution sets with Ham-

ming distances of 1, 5, 10, and 20.

• 𝐿1 Distance:We generated solution sets with 𝐿1 distances

of 2, 60, 120, and 180.

• 𝐿2 Distance:We constructed solution sets with 𝐿2 distances

of 2, 14, 27, and 40.
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We also employed the sequential and random selection strategies

as follows:

• Sequential Selection:We collected solutions consecutively

from the solution pool, with fixed gaps between each selected

solution. We used gaps of 1, 100, 1,000, and 10,000 solutions

to introduce varying levels of diversity in the solution sets.

• Random Selection:We randomly selected solutions from

the solution pool to create ten different solution sets with

various levels of diversity.

Evaluation Process
The generated solution sets were provided to the CA tool. The CA

tool was executed using each diverse solution set. During this phase,

the tool analyzed the solutions to infer the underlying constraints

of the given problem. The number of constraints learned by the CA

tool was used to evaluate the impact of solution diversity in CA.

4.3 Results
In this section, we present and discuss the results from evaluating

the impact of solution diversity on passive CA systems

Table 1 shows the AllDifferent constraints that the CA system

identified for diverse sets of Sudoku 9x9 puzzles. Solution diver-

sity significantly affects identifying AllDifferent constraints. For
Hamming distance, identified constraints decreased as distance

increased. For instance, when using a dataset of 1,000 solutions

with a Hamming distance of 1, 36 AllDifferent constraints were
identified by the CA system, whereas a dataset of 1,000 solutions

with a Hamming distance of 80 yielded the exact number of 27

constraints. Similar trends were observed for 𝐿1 and 𝐿2 distances,

where larger distances correlated with identifying the correct num-

ber of constraints. For example, a dataset of 1,000 solutions with an

𝐿1 distance of 658 led to the identification of the exact 27 constraints,

compared to 36 constraints when a dataset of 1,000 solutions with

a distance of 1 was used. Similarly, sequential collection methods

with small gaps led the CA system to acquire more constraints

compared to larger gaps. A large gap of 10,000 and 1,000 solutions

was not diverse enough, leading to 31 identified constraints, i.e., 4

additional ones. Importantly, randomly selected solution sets led to

the identification of the exact number of global constraints in the

problem (27 for Sudoku) across almost all dataset sizes.

Table 2 presents the results for the Greater Than Sudoku bench-

mark. The CA system identified the exact number of AllDifferent
constraints (27) when using datasets with a Hamming distance

of 80, an 𝐿1 distance of 658, or an 𝐿2 distance of 72, even with a

relatively small number of solutions (e.g., 500 or 1,000). Randomly

selected solution sets also consistently identified the correct num-

ber of constraints across almost all dataset sizes. As with Sudoku,

smaller Hamming, 𝐿1, and 𝐿2 distances resulted in the identification

of more constraints than the actual number present in the prob-

lem. In addition, larger datasets helped the CA tool identify fewer

constraints, as it was expected.

Table 3 presents the results for the WLP benchmark. Here, we

focus on the number of Count constraints that the CA system

identified. The CA system successfully identified the correct number

of Count constraints (10) when using datasets with a sufficient

number of solutions (500 or more), when any distance metric is

employed. However, for smaller dataset sizes, the system tended to

identify more constraints than the actual ones, with the exception

of randomly selected solution sets, which consistently led to the

identification of the correct number of constraints across all dataset

sizes. Sequential collection methods with large gaps (e.g., 1,000 or

10,000) also identified the correct number of constraints, even with

smaller dataset sizes.

Smaller diversity metrics lead to identifying more constraints

than present. This suggests that solution sets with high similarity

(i.e., low distance diversity) may not provide sufficient diversity for

the CA system to accurately learn the underlying constraints. In

contrast, larger distance metrics and randomly selected solution

sets tend to yield better results, enabling the CA system to identify

the correct number of constraints more consistently.

Interestingly, the effectiveness of different distancemetrics varies

across the problem types. For Sudoku and Greater Than Sudoku,

the Hamming distance appears to be the most informative, with

high distances leading to the identification of the exact number of

constraints even with relatively small dataset sizes. In contrast, for

the WLP, the choice of distance metric has less impact.

Another observation is that the CA system’s performance im-

proves as the number of solutions in the dataset increases. This is

particularly evident in theWLP results, where datasets with 1,000 or

more solutions consistently lead to the identification of the correct

number of constraints, irrespective of the distance metric employed.

This highlights the importance of having a sufficiently large and

diverse set of solutions for effective constraint acquisition.

5 Predicting the Quality of the Acquired
Constraint Set

In the previous section, we showed that the diversity of solutions

is very important for the quality of the acquired set of constraints,

combined with the number of solutions used. However, in real-

world applications, it is often challenging to obtain a large and

diverse set of solutions for training the CA system. The set of solu-

tions is typically preexisting, and not generated with the purpose

of being used for CA. Consequently, it becomes difficult to assess

the quality of the learned constraint model. To address this issue,

we propose the use of an ML model, for this purpose. As we demon-

strate, by leveraging the predictive capabilities of ML we can assess

the suitability of the solution set for CA beforehand.

In this section, we first show how a feature representation for

the size and diversity of the given set of solutions can be used to

estimate whether a given set of solutions will result in a reliable CP

model. Then we describe the experimental setup used for evaluating

our approach, followed by a discussion of the results.

5.1 Methodology
To use an ML model for this purpose, we build a set of training

examples: E = {(𝜙1, 𝑦1), (𝜙2, 𝑦2), ..., (𝜙𝑁 , 𝑦𝑁 )}. In our dataset, each

training example (𝜙𝑖 , 𝑦𝑖 ) represents a CA instance. The features 𝜙𝑖
correspond to the characteristics of the set of solutions given, while

the target value represents the quality of the CP model that can be

extracted using a given CA method. In the dataset, we use instances

of different sizes, so that the ML model can learn to predict the
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Table 1: Number of AllDifferent Constraints Learned for Sudoku 9x9 under Various Diversity Metrics

Hamming 𝐿1 𝐿2 Sequential Rnd
# Sols 1 10 20 40 80 1 216 432 658 1 24 48 72 1 100 1,000 10,000
1,000 36 34 32 28 27 36 32 29 27 34 31 27 27 31 31 31 31 27
500 36 34 32 29 27 37 34 31 27 34 31 37 27 32 32 31 31 27
200 37 36 33 31 27 39 37 34 29 36 31 37 28 32 32 31 31 27
100 38 37 34 31 28 39 38 34 31 37 31 38 29 32 32 31 31 27
50 45 37 34 31 31 41 39 36 31 38 32 41 31 32 32 32 32 27
5 46 45 39 37 37 46 46 41 39 46 38 46 36 38 38 40 39 39

Note: 27 is the actual number of AllDifferent constraints.

Table 2: Number of AllDifferent Constraints Learned for Greater Than Sudoku 9x9 under Various Diversity Metrics

Hamming 𝐿1 𝐿2 Sequential Rnd
# Sols 1 10 20 40 80 1 216 432 658 1 24 48 72 1 100 1,000 10,000
1,000 34 32 37 28 27 33 35 31 27 38 35 27 27 32 32 32 32 27
500 39 32 37 30 27 33 35 33 29 39 36 29 27 32 32 32 32 27
200 40 34 38 30 27 34 36 33 33 40 36 33 30 32 32 32 32 27
100 42 35 38 30 27 34 36 36 31 40 36 36 30 34 32 32 32 27
50 43 34 38 31 27 35 36 37 37 41 37 37 31 34 32 32 32 27
5 47 36 39 38 27 40 38 43 45 45 39 43 38 38 40 38 38 35

Note: 27 is the actual number of AllDifferent constraints.

Table 3: Number of Count Constraints Learned for WLP with 10 Warehouses and 20 Customers under Various Diversity Metrics

Hamming 𝐿1 𝐿2 Sequential Rnd
# Sols 1 5 10 20 2 60 120 180 2 14 28 40 1 100 1,000 10,000
1,000 10 10 10 10 10 10 10 10 10 10 10 10 12 12 10 10 10
500 10 10 10 10 10 10 10 10 10 10 10 10 12 12 10 10 10
200 12 12 11 10 13 11 11 10 12 12 12 10 12 12 10 10 10
100 13 13 13 10 15 13 13 12 14 14 14 12 12 12 10 10 10
50 14 14 14 13 17 14 14 13 15 15 15 13 14 12 10 10 10
5 15 15 15 14 18 15 15 14 16 16 16 15 20 12 12 12 10

Note: 10 is the actual number of Count constraints.

recall of the CA methods in a variety of instances of the problem,

so that it can generalize to unseen instances.

In the rest of this section, we first discuss our proposed feature

representation, and then we show how the quality of the CP model

extracted can be represented using metrics from the CA and ML

literature.

Feature representation
Table 4 summarizes the input features 𝜙 used in the ML model that

correspond to characteristics of each set of solutions given.

Our feature representation captures characteristics of the set of

solutions used, regarding its size (i.e., the number of solutions it

includes), and diversity. As diversity metrics, we used the Hamming,

𝐿1, and 𝐿2 distances, as in Section 4. Because the given dataset will

not have a fixed diversity among different solutions, we capture the

minimum, maximum, mean, and standard deviation of each metric.

As our experiments show, all diversity metrics play a significant

role on the quality of the extracted set of constraints.

Table 4: Features Used in the Machine Learning Model

Feature Category Features
General Number of Solutions

Hamming Distance Min Hamming Distance

Max Hamming Distance

Mean Hamming Distance

Standard Deviation of Hamming Distance

𝐿1 Distance Min 𝐿1 Distance

Max 𝐿1 Distance

Mean 𝐿1 Distance

Standard Deviation of 𝐿1 Distance

𝐿2 Distance Min 𝐿2 Distance

Max 𝐿2 Distance

Mean 𝐿2 Distance

Standard Deviation of 𝐿2 Distance



SETN 2024, September 11–13, 2024, Piraeus, Greece Balafas et. al.

Target Value
The goal is to estimate the quality of the extracted CP model when

a set of solutions is used with a given CA method. Hence, the target

value needs to represent the quality of the extracted CP model.

In CA the goal is not only to discriminate solutions and non-

solutions, but also to learn a model that is able to generate new

solutions to the given problem. Thus, typically, CA models are eval-

uated not only on howwell they capture a given test set of solutions

of the target set of constraints𝐶𝑇 , but also on whether the solutions

generated from the learned model are correct. Based on the above,

and as stated in the literature [14], Accuracy, Recall and Precision
can be used as performance measures of the learned models. With

recall, we can measure what percentage of the feasible region of the

target set of constraints is captured, i.e., what percentage of 𝑠𝑜𝑙 (𝐶𝐿)
is in 𝑠𝑜𝑙 (𝐶𝑇 ). On the other hand, with precision, we can measure

what percentage of the feasible region of the learned constraints

is actually feasible in the target model, i.e., what percentage of

𝑠𝑜𝑙 (𝐶𝑇 ) is in 𝑠𝑜𝑙 (𝐶𝐿). Accuracy captures the combination.

Depending on the CAmethod used and its invariants, we can use

a different metric to capture the quality of the CP model. Some CA

methods, typically the ones using solutions during the acquisition

process, guarantee (under certain assumptions) that they learn all

constraints of the given problem, but may also acquire constraints

that they should not. This happens when the number of available

solutions is not large enough, or they are not diverse enough. On

the other hand, some CA methods need non-solutions to confirm

if a constraint is part of the problem or not, before it is added to

𝐶𝐿 , and thus can miss some constraints if the non-solutions do not

capture some cases. In this paper, the CA method used belongs to

the first category and thus cannot have false negatives. Hence, we

use the Recall metric as a target value in the dataset, to represent

the performance of the CA method using the given set of solutions.

To measure the recall, we employ a test set of solutions for each

problem, capturing different parts of its feasible region, generated

using the target set of constraints𝐶𝑇 . Let𝑇 = {𝑡1, 𝑡2, . . . , 𝑡𝑀 } denote
the test set of size |𝑇 | = 𝑀 , where each 𝑡𝑖 is a valid solution to the

problem. The recall is measured by testing what percentage of the

solutions in 𝑇 satisfy the learned set of constraints 𝐶𝐿 .

𝑦 = 𝑅𝑒𝑐𝑎𝑙𝑙 =
|{𝑡 ∈ 𝑇 | 𝑡 ∈ 𝑠𝑜𝑙 (𝐶𝐿)}|

|𝑇 | (2)

To create our set of training examples for the ML model, we

use the following procedure: for each training example, we start

by selecting a set of solutions 𝑆 generated by one of the methods

described in Section 4. From this set 𝑆 , we extract the input features

𝜙 required for the model. Using these solutions, we then construct

a CP model𝑀 . Subsequently, the CA test cases 𝑇 are employed to

calculate the recall 𝑦.

5.2 Experimental Setup
The experiments in this section aim to answer the following ques-

tion: (Q3) Can an ML model accurately predict the recall of the CA

system based on features derived from the solution sets?

We use Random Forest (RF) models for our evaluation. The per-

formance of these models is evaluated using the coefficient of de-

termination (𝑅2
). We consider the three benchmark problems from

the previous section: Sudoku, Greater Than Sudoku, and the WLP.

For Sudoku, we use a single problem instance, as the structure

and constraints remain consistent across different Sudoku puzzles.

However, for Greater Than Sudoku, we generate 20 random in-

stances, each containing between 10 and 30 random greater-than

constraints. This allows us to evaluate the ML model’s performance

across a variety of Greater Than Sudoku problem configurations,

ensuring the robustness and generalizability of our approach. Simi-

larly, for the WLP, we generate 20 random instances with varying

numbers of warehouses and customers, from instances with 5 ware-

houses and 10 customers to 50 warehouses and 200 customers.

Evaluation Process
The generated solution sets were provided to the CA tool. For each

solution dataset, the following evaluation process was conducted:

(1) Constraint Learning Phase: The CA tool was executed

using each diverse solution set. During this phase, the tool

analyzed the solutions to infer the underlying constraints of

the given problem.

(2) Test Set Generation: For each benchmark problem, we gen-

erate separate test sets to evaluate the performance of the

CA tool. For Sudoku, as we use a single problem instance, we

generate a single test set consisting of 100 solutions. These

solutions are distinct from the ones used in the training

datasets to ensure an unbiased evaluation of the CA tool’s

performance on unseen Sudoku solutions. For Greater Than

Sudoku, we generate 20 test sets, each corresponding to one

of the 20 random problem instances. Each test set contains

100 solutions specific to its respective problem instance. Sim-

ilarly, for the WLP, we generate 20 test sets each test set

consists of 100 solutions, each associated with one of the 20

random problem instances.

(3) Recall calculation: Each solution test set was evaluated

with the learned set of constraints. Recall was calculated as

the ratio of the number of test cases correctly satisfied by

the learned model to the total number of test cases.

(4) Feature Extraction and Logging to Dataset: Throughout
the evaluation process, we logged the features described in

Section 5.1 from each solution set used. The extracted fea-

tures capture essential characteristics of the solution sets,

such as their size and diversity metrics. For each solution

dataset, we record the number of solutions it contains, as well

as statistical measures of the Hamming, 𝐿1, and 𝐿2 distances

between solutions, including the minimum, maximum, mean,

and standard deviation. These features served as input fea-

tures for training the ML model to predict the recall of the

CA tool.

Machine Learning Model Training
An RF regressor was trained, implemented using the scikit-learn

library [17]. 10-fold cross-validation was used for the evaluation,

presenting the average R-squared (𝑅2
) scores.

5.3 Results
We now present the results of the RF model with our approach.

Table 5 presents the results for the RF model when applied to

predict the recall of the CA system to various solution sets. We
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Table 5: ML model results

Dataset Feature Group R2 (%)
Greater Than Sudoku Hamming 99.89

Greater Than Sudoku 𝐿1 99.89

Greater Than Sudoku 𝐿2 99.89

Greater Than Sudoku All 99.89

Sudoku Hamming 98.63

Sudoku 𝐿1 98.13

Sudoku 𝐿2 98.38

Sudoku All 98.32

WLP Hamming 97.61

WLP 𝐿1 99.67

WLP 𝐿2 99.67

WLP All 99.58

have generated four different models for each benchmark problem,

utilizing as features the number of solutions and (i) the metrics

related to the Hamming distance, (ii) the metrics related to the

𝐿1 distance, (iii) the metrics related to the 𝐿2 distance, and (iv) all

the metrics. For Greater Than Sudoku, the RF model achieved an

impressive 𝑅2
score of 99.89% across all feature groups (Hamming,

𝐿1, 𝐿2, and All), indicating a strong ability to predict the recall of

the CA system based on different diversity metrics of the solution

sets. For Sudoku, the RF model’s performance was slightly lower

but still highly accurate, with 𝑅2
scores ranging from 98.13% to

98.63% across the feature groups. In the case of the WLP, the RF

model demonstrated excellent predictive performance, achieving

𝑅2
scores of 99.67% for both 𝐿1 and 𝐿2 features, and a slightly lower

score of 97.61% for Hamming features.

These results demonstrate that the machine learning model can

accurately predict the CA system’s recall based on the features of

solution sets, with very high 𝑅2
scores indicating strong predictive

power. The strong predictive performance of the RF model across

all problem types and feature groups indicates that the diversity

metrics capture meaningful information about the quality of the

solution sets for constraint acquisition.

The methods and findings from this study can be extended to

other CSPs, such as nurse rostering [11]. For effective model build-

ing in such applications, a substantial number of solutions are

required to train the ML model adequately. In real-world scenarios,

where generating a large set of solutions may not be feasible, it is

crucial to explore alternative approaches to build robust ML models

with limited data.

Therefore, we further experiment with the predictive ability of

the ML model if fewer solutions are present in the solution pool.

In the previous experiment, we used 40,000 solutions to generate

the diverse solution sets for each instance of the dataset. We now

compare the model’s performance using also smaller subsets of

2,000 and 1,000 solutions in the solution pool, meaning that the

diverse sets of solutions generated will have a limited size and

diversity. Each subset was evaluated across the 20 WLP instances.

The results presented in Table 6 demonstrate the impact of the

number of solutions on the performance of the ML model for pre-

dicting the recall of the CA system in the WLP when trained on

varying sizes of solution sets. When using the full dataset of 40,000

solutions, the ML model shows excellent performance, with 𝑅2

scores ranging from 97.61% to 99.67% across all feature groups

(Hamming, 𝐿1, 𝐿2, and All). However, as the total number of solu-

tions used for training the ML model decreases, the performance

of the model declines. With 2,000 solutions, the 𝑅2
scores drop to

a range of 71.75% to 82.31%, indicating a reduction in the model’s

predictive accuracy. This trend continues when the number of so-

lutions is further reduced to 1,000, with 𝑅2
scores ranging from

65.23% to 76.93%. These results show that while having a large and

diverse dataset is ideal for training, highly accurate ML models

are still able to be developed with acceptable performance using

smaller solution sets. The ML model’s ability to maintain 𝑅2
scores

close to 77% with just 1000 solutions when all features are used.

This demonstrates its potential for application in scenarios where

having or generating extensive solution sets is not possible.

Table 6: R2 scores for WLP under Different Solution Counts

40,000 sols 2,000 sols 1,000 sols

Feature Group R2 (%) R2 (%) R2 (%)
Hamming 97.61 74.64 67.87

𝐿1 99.67 71.75 65.23

𝐿2 99.67 77.92 71.72

All 99.58 82.31 76.93

6 Conclusions
In this study, we investigated the impact of solution diversity on

passive CA methods across three problems: Sudoku, Greater Than

Sudoku, and WLP. Our findings demonstrate that solution diversity

plays a crucial role in the performance of passive learning methods

in CA. The results show that higher diversity metrics and random

selection improve constraint identification. In contrast, smaller so-

lution diversity metrics tend to result in the identification of more

constraints than the actual number present in the problem. This

indicates that a lack of diversity in the provided examples may

hinder the CA system’s ability to distinguish between essential and

spurious constraints, leading to overfitting and reduced generaliza-

tion performance. In addition, the results highlight the importance

of the size of the solution set in conjunction with its diversity. As

the number of solutions in the dataset increases, the CA system’s

performance generally improves, particularly when the solutions

are diverse. A large, varied set of examples is needed for effective

learning.

To address the challenge of assessing the quality of a given solu-

tion set for CA in real-world scenarios, where generating a large

and diverse set of examples may not always be feasible, we pro-

posed the use of an ML model to predict the recall of the constraint

acquisition system based on the diversity of the available solutions.

High 𝑅2
scores show diversity metrics effectively indicate solution

set suitability. This model helps estimate CA system performance

based on available examples.
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