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Abstract—Distributed systems built in open competitive and
highly dynamic pervasive environments are composed of au-
tonomous entities that act and interact in an intelligent and flex-
ible manner so as to achieve their own goals and aims. System
entities may be classified into two main categories that are, in
principle, in conflict. These are the service resource requestors
(SRRs) wishing to use services and/or exploit resources offered
by the other system entities and the service resource providers
(SRPs) that offer the services/resources requested. Seeking for
the maximization of their welfare, entities may misbehave, thus
leading to a significant deterioration of system’s performance.
The scope of this paper is to present a computational model
for trust establishment based on a reputation mechanism, which
incorporates direct SRRs’ experiences and information dissemi-
nated from witness SRRs on the basis of their past experiences
with SRPs. The designed mechanism discriminates between unfair
feedback ratings intentionally and unintentionally provided, takes
into consideration potential changes to providers’ behavior, and
weighs more recent events in the evaluation of the overall reputa-
tion ratings. The proposed model has been extensively evaluated
through simulation experiments. It exhibits good performance, as
the reputation computation error introduced due to false feedback
provision decreases significantly.

Index Terms—Collaborative reputation mechanism, intelligent
multiagent systems, pervasive systems, trust management systems.

I. INTRODUCTION

D ISTRIBUTED systems are built in open, uncertain, com-
petitive, and highly dynamic environments. These sys-

tems are composed of autonomous entities that act and interact
in an intelligent and flexible manner so as to achieve their own
goals and aims. From a market-based perspective, the roles of
the system entities may be classified into two main categories
that, in principle, are in conflict [1]. These two categories are
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as follows: the entities that wish to use services and/or exploit
resources offered by other system entities (service/resource
requestors—SRRs) and the entities that offer the services/
resources requested (service/resource providers—SRPs). In
general, SRPs’ main role is to develop, promote, and provide
the desired services and service features trustworthily, at a high
quality level in a timely and cost-efficient manner, while a
single entity may, at the same time, act as a Requestor and as a
Provider for different services/resources. Seeking for the maxi-
mization of their welfare, entities may act selfishly, leading this
way to a significant deterioration of the system’s performance.
Furthermore, entities may discard their original identities in or-
der to “whitewash” previous bad behavior or even “bad-mouth”
potential competitors, while they may appear and disappear at
any time. The success of these systems depends highly on trust
mechanisms building the necessary trust relationships among
the parties [2], [3], enabling them to automatically adapt their
strategies to different levels of cooperation and trust.

Trust is often described as the belief of an entity in the
competence and benevolence of another entity to act honestly,
reliably, and dependably [4]. Two main types of trust may be
distinguished [5]: functional trust expressing the belief that the
trustee has a specific property or attribute and recommendation
trust, which expresses the belief that the trustee can recommend
other entities with the specific property over a certain number of
recommendation hops. Trust, in general, is a multifaceted con-
cept: subjective, nonsymmetric, dynamic, and context specific.
On the other hand, misbehavior may be defined as deviation
from regular functionality, which may be unintentional due to
faults or intentional in order for selfish parties to take advantage
of certain situations. Misbehavior can significantly degrade the
system’s performance, which still requires high degree of co-
operation among its various entities. Traditional models aiming
to avoid strategic misbehavior are based on the authentication
of identities and authorization schemes by exchanging digital
cryptographically signed certificates/credentials [6] or involve
trusted third parties (TTPs) or intermediaries [7] that monitor
every transaction. However, these models may be inadequate or
even impossible to apply due to the complexity, heterogeneity,
and high variability of the pervasive environment. Reputation
mechanisms are employed to provide a “softer” security layer,
considered to be sufficient for many multiagent applications [8].

Reputation mechanisms establish trust by exploiting learning
from experience concepts [9] in order to obtain a reliability
value of system participants in the form of rating based on ob-
servations, past experiences, and other entities’ view/opinion.
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The usefulness of a reputation system highly depends on its
underlying trust model, i.e., the representation of trust values
and the methods to reason with and to calculate trust values [5].
Current reputation system implementations in the context of
e-commerce systems consider feedback given by Buyers in the
form of ratings in order to capture information on the Seller’s
past behavior, while the reputation value is computed as the sum
(or the mean) of those ratings, either incorporating all ratings
or considering only a period of time (e.g., six months) [10]. In
[11], on the basis of a decentralized scheme grounded in gossip-
based algorithms, it is shown that the higher an agent’s reputa-
tion is above a threshold set by its peers, the more transactions
it would be able to complete within a certain time unit.

In general, various systems for trust establishment have been
proposed,anumberofwhichexploitbothexperiencesdirectlyac-
quired (referred to as first-hand information) as well as feedback
collected from other systems’ entities (referred to as witnesses),
reflecting their opinion/view on the entities under evaluation
(referred to as second-hand information). In this line of work,
a number of related research studies rely on the assumption
that the vast majority of opinions are honest (e.g., [1]–[3] and
[12]). However, as in [13], we believe that such studies provide
a rough guideline of how many credible raters exist in a rating-
based reputation community. True feedback cannot be automat-
ically assumed. Second-hand information can be misleading,
provided by system entities intentionally or unintentionally. In
general, a mechanism for eliciting true and accurate feedback
in the absence of TTPs or intermediaries is necessitated when
reputation is built following referrals from other parties.

In this paper, we design a fully decentralized collaborative
reputation-based computational model for trust establishment
in pervasive systems, enhanced with mechanisms for handling
inaccurate ratings both intentionally and unintentionally pro-
vided by witness SRRs, so as to efficiently rate the SRPs with
minimal impact. The reputation mechanism rates the SRPs
with respect to whether they honored or not the agreements
established with the SRRs in the system, based on SRRs’ direct
experiences and the collected opinions of a number of other
SRRs (witnesses) on their past experiences with SRPs, ex-
ploiting learning from experience principles. Our work shares
several common aspects with [1]–[3], yet it is different in a
number of ways. Specifically, in [1]–[3], a centralized (i.e., [2])
or semicentralized (i.e., [1] and [3]) architecture is adopted,
assuming a central component for the estimation of the repu-
tation ratings [2] or utilizing a centralized component for the
witness reference acquisition [1], [3]. In contrary, this work
presents a fully decentralized architecture, seeking witnesses in
an evaluator’s friendly entities’ network, dynamically formed
drawing ideas from sociology axioms (e.g., the friend of my
friend is my friend) and considering the entities’ owners in the
real world. Additionally, in [1]–[3], emphasis is laid on the rep-
utation rating formation following referrals from other parties,
assuming honest feedback provisioning from the vast majority
of the witnesses. Even though some preliminary measures are
described so as to account for the potential dissemination of
misinformation in the system, the authors merely discuss, with-
out, however, evaluating witnesses’ misbehavior. In this paper,
our focus is laid on the evaluation of the witnesses’ credibility,

reflecting whether feedback is returned truthfully and in an
accurate manner in order to minimize the impact of false
feedback provisioning to the estimated rating of the considered
entity. Extensive evaluation results indicate the efficiency of our
proposed schemes, incorporating various degrees of providers’
and witnesses’ misbehavior. Our proposed mechanisms prove
to be effective even in case the misbehaving witnesses collude
in order to add credits to specific providers and discredit others.

The rest of this paper is structured as follows. In Section II,
the related research literature is reviewed, laying emphasis
on entities’ misbehavior, witnesses’ credibility, and feedback
acquisition that are the main contributions of this study.
Section III highlights the general aspects of our proposed
model. Section IV describes the novelties and the contributions
of the current work. Section V presents the software archi-
tecture that supports the computational trust model proposed.
In Section VI, the reputation rating system with emphasis on
assessing the witness’ credibility is mathematically formulated.
Section VII provides a set of indicative results of the efficiency
and robustness of the proposed model, incorporating various
degrees of providers’ and witnesses’ misbehavior. Finally, in
Section VIII, conclusions are drawn, and directions for future
plans are given.

II. RELATED WORK

The issue of trust has been gaining an increasing amount
of attention in a number of research communities (e.g., perva-
sive systems [14], [15], e-commerce domain [16], [17], social
networks and recommendation systems [18], [19], peer-to-peer
networks [20], [21], Web [22], cloud computing [23], ad hoc
and wireless sensor networks [24]–[27], and software systems
[28]). A wide variety of trust and reputation models with
advanced features have been developed in recent years, which
however lack coherence, as there is no consolidated set of well-
recognized principles for building trust and reputation systems.

In [29], the current research on trust management in dis-
tributed systems is surveyed, and some open research areas
are explored, one of which is the mitigation of the impact of
false accusations/malicious behavior. Specifically, the authors
consider that one of the fundamental challenges in distributed
reputation management is to understand vulnerabilities and
develop mechanisms that can minimize the potential damages
to a system by malicious nodes. Many trust/reputation models
evaluate the trust/reputation values of the parties of interest but
fail to properly evaluate trust when malicious agents start to
behave in an unpredictable way or become ineffective when
agents exhibit an oscillating behavior [30].

The work in [31] presents TrustGuard, a framework for build-
ing distributed dependable reputation management systems
with countermeasures against three vulnerabilities: 1) strate-
gic behavior oscillation of malicious nodes that continuously
change their behavior in order to gain unfair advantage in the
system; 2) fake transactions (i.e., malicious nodes may misuse
the system by providing feedback with fake transactions); and
3) dishonest feedback, including feedback filed by malicious
nodes through collusion. Dishonest feedback is differentiated
from honest one by assigning a credibility value to a feedback
source. Feedback credibility is assigned with each node’s trust



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

KRAOUNAKIS et al.: ROBUST REPUTATION-BASED COMPUTATIONAL MODEL FOR TRUST ESTABLISHMENT 3

value, even though the authors recognize that a node may
maintain a good reputation by providing high quality services
but send malicious feedback to its competitors. Subsequently,
they use a personalized similarity measure to rate the feedback
credibility through a node’s personal experience, considering
the differences in the feedback provided over a set of common
nodes with whom it has interacted. However, their approach
does not consider the time periods that the transactions have
taken place (e.g., a node may have changed its behavior)
and differences in the transaction scope (different number of
transactions and transaction values).

In [32], the authors examine the problem of potential unfair
ratings (both high and low), a security threat of reputation and
trust mechanisms that arise in case a buyer agent elicits opin-
ions about seller agents from other agents in the marketplace.
Specifically, a personalized approach for effectively handling
unfair ratings of sellers provided by advisors is described. Their
approach considers both private (taking into account prefer-
ence similarity between buyer and advisor agents) and public
knowledge about advisors, allowing buyers to weigh these two
aspects, so as to compute a value for the trustworthiness of the
advisors. Their approach is used as part of a centralized reputa-
tion system, while the ratings assume binary values. The main
weakness of this approach is that it presupposes that the number
of fair/unfair ratings is correctly identified, which is the case
only when the majority of advisors are behaving honestly, since
a rating is considered fair if it is consistent with the majority of
ratings. In contrary, our proposed model is decentralized, while
for deciding on the accuracy of a rating provided by a witness,
we consider its consistency with the overall reputation of the
target entity as estimated by the evaluator entity, taking into
account the opinion of the contacted witnesses and its consis-
tency with the evaluator’s view, exhibiting robust behavior even
in case the majority of the witnesses are misbehaving.

In [33], the authors introduce PeerTrust, an adaptive and dy-
namic reputation-based trust model that helps participants/peers
to evaluate the trustworthiness of each other based on the com-
munity feedback about participants’ past behavior. Regarding
the credibility factor of the feedback, the authors considered
only a function of the acquired trust value of the respective
source as its credibility value, i.e., feedback from trustworthy
peers is considered more credible. However, it is possible
for a peer to maintain a good reputation by performing high
quality services but send malicious feedback to its competitors,
a problem which is acknowledged by the authors, even though
it is considered as an exceptional case. Our work has several
common aspects to [33] in terms of the factors taken into
account for trust estimation. However, their emphasis is laid
on the roles of the different trust parameters in computing the
trustworthiness of peers, while the precision of credibility of
feedback is considered as a stand-alone hard research issue.
Recently, in [34], instead of considering feedback credibility,
the authors defined a reputation evaluation method based on
two attributes: reputation value and reputation prediction vari-
ance, which serve as a quality measure of the reputation value
computed based on the aggregation of feedbacks. They focus
on the design of the trust model, and they do not examine issues
concerning the feedback collection.

In [35], the authors suggest a trust reputation and recommen-
dation system for mobile applications called TrueBeRepec. A
trust behavior model is built using principal component analysis
and confirmatory factor analysis, identifying three types of
trust behaviors, namely, the using, reflection, and correlation
behavior. The system uses a client–server model to provide
application reputation based on the users’ trust behaviors. The
server receives individual trust information and votes from the
mobile devices and subsequently generates application reputa-
tions and recommendations. The Trust Manager service located
at the user mobile device, receives recommendations from
the server, estimates user’s individual trust, and periodically
sends back to the server local trust information. In [36], the
authors present PerChatRep, a reputation system for social
chatting relying on a centralized trusted server. In particular,
the trusted server accumulates local experiences of mobile chat
nodes and estimates general reputation ratings. The general
reputation assessments are issued to the nodes to evaluate their
local reputation. Additionally, the trust server provides users’
identification in case pseudonyms for each node are adopted
and changed frequently. The same authors in [37] developed
PerContRep, a reputation management system evaluating the
node recommendation of content services in a framework of
frequent modification of node pseudonyms. The architecture of
the system is similar to the PerChatRep; however, reputation
and trust evaluation is supported either in a centralized or even
in a distributed mode in case the trust server is unavailable.
The main weakness of the proposed approach is that the system
achieves better performance and improves content reputation
evaluation when the trust server is used due to the fact that
more information about node behavior is assembled at the trust
server, making the system, in this way, not fully decentralized.

Concerning the problem of storing and obtaining feedback
from a set of proper witnesses so as to minimize the cost of
storing and communicating reputation-related information as
well as the impact of unfair ratings, different strategies have
been presented in related research. In [38], the authors for
their trust management model consider only information on
dishonest interactions (e.g., complaints filed about one agent)
assuming that, usually trust, exists and malicious behavior is
the exception. In [31], when a node k is interested in the trust
value of node m, it can obtain all positive feedbacks about
node m directly from node m and obtain all negative feedbacks
about node m from a set of R nodes that hold complaints
against the node under evaluation. The work in [39] presents
a certified reputation model of trust, which allows agents to
actively provide third party references about their previous
performance as a means of building up trust. In essence, the
burden of obtaining and maintaining trust information is moved
from the trust evaluator to the agent being evaluated. A number
of research works favor the ignorance strategy, following advice
only of trusted recommenders and ignoring distrusted and un-
known ones. Finally, in [40], trustworthy providers are looked
for by querying a number of neighboring to the requestor
entities, adaptively selected based on their usefulness from the
requestor’s acquaintances. An entity’s usefulness is estimated
on the basis of its expertise (the quality of the services that
it provides) and its sociability (the quality of the referrals
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that it provides). In case the neighbors cannot provide a reply
themselves, the query is, in turn, passed to their neighbors.
Thus, a trust net is built. As expected, among other guidelines
provided, the authors show that the neighbor selection policy,
the neighbor set size, and referral graph type and depth affect
the efficiency and effectiveness of the referral system. Our work
implements a variant of their referral system, incorporating
sociology axioms, while constraining the witness set size to
n. Specifically, the evaluator seeks for trustworthy feedback
through a network of neighboring friendly entities, which is
dynamically formed on the basis of entities’ credibility, while
sociology axioms are exploited (e.g., the friend of my friend
is my friend), considering the entity owners in the real world.
The number of witnesses is confined to the n most appropriate
ones (the n ones with the highest trustworthiness), in order
to take into account possible communication and/or computa-
tional limitations and time constraints imposed to the entities
concerning service provisioning.

III. GENERAL CONCEPTS

In general, various systems for trust establishment have been
proposed, a number of which utilize the opinion/view that
other system participants have on the entities under evaluation.
The common pitfall of these systems is that trust computation
corresponds to service quality assessment with respect to con-
sumers’ needs and desires, not taking into account the malicious
behavior of the otherwise competent service provider. In this
paper, following the general concepts of [1]–[3], trust refers
to the providers’ reliability, i.e., whether the providers finally
provide to the requestors the service/resource as specified in
the established contract. Providers’ reliability is quantified by
a reputation mechanism that forms providers’ reputation as a
measure of the subjective probability that providers will honor
the agreements established with the requestors, adhering to the
specified contract terms and conditions in an environment char-
acterized by incomplete knowledge and uncertainty. Providers’
reliability is treated as a purely behavioral aspect, independent
of the services/resources provided and the degree up to which
each service/resource satisfies the needs, requirements, and
constraints of the requestors. In essence, trust computation
is relieved from service offer quality assessment, referred to
as performance-related factor, which reflects the competence
and capability of a provider in satisfying requestors’ special
needs, requirements, and constraints in a personalized fashion.
A positive side effect of this is that the formation of SRP
reputation ratings is enabled in a time-efficient manner.

Additionally, most of the related studies aim to enable enti-
ties to make decisions on which parties to negotiate/cooperate
with or exclude, after they have been informed about the repu-
tation ratings of the parties of interest. This work, in line with
[1]–[3], is based on a different approach according to which
the SRPs that are deemed misbehaving should not be directly
excluded/isolated, but instead the SRRs’ decision on the most
appropriate SRP should be based on both performance- and
reliability-related factors, enabling requestors to select different
providers with respect to the quality of the providers’ offers
and their own attitude to the perceived risk. To this respect,

a composite utility function may be utilized, expressing the
overall requestor’s satisfaction stemming from a specific offer
returned by a provider, taking into account both the provider’s
competence in satisfying the requestor’s special needs and
the provider’s reliability, reflecting potential misbehavior, e.g.,
service level agreement (SLA) breach. Thus, the quality of
service offer as perceived by the requestors, quantified by the
overall utility function, is affected by the provider’s reliability,
and in this sense, performance- and reliability-related factors
are interrelated. In the simplest case, this composite utility
function may be formulated as a weighted combination of the
performance- and reliability-related factors, where the weights
provide the relative significance of the two factors in the overall
utility estimation and may be dynamically selected accounting
for users exhibiting different behaviors with respect to the risk
involved (e.g., risk lovers, risk neutral, and risk-averse users).
More sophisticated composite utility functions may be defined.
This study focuses on assessing the reliability-related factor; the
determination and the experimentation with the performance-
related factor and the composite utility function are considered
as a stand-alone issue to be addressed in the future.

Furthermore, in contrary to some related works (e.g., [41]),
in order not to exclude untrustworthy SRPs forever from the
system and give them a chance to reenter the system and
improve on their reputation rating in case they abide by the
established SLA terms and conditions, we propose to form
SRRs’ decision on the basis of SRPs’ performance factor after
prespecified time intervals. Moreover, in our model, the time
effect has been taken into account, and more recent events
weigh more in the evaluation of the overall reputation rating of
the target entity, yielding thus more accurate reputation ratings,
which is not considered in some research studies (e.g., [42]).

Concerning the “cold start” issue, a low reputation value for
new providers is assumed in order to avoid the establishment of
new identities that whitewash previous bad reputation ratings.
However, we should note that newcomers are not excluded from
the system, as the most appropriate service/resource provider is
selected on the basis of a composite utility function that takes
into account both the quality of the service offer (i.e., the degree
up to which each service/resource as offered satisfies the needs,
requirements, and constraints of the requestors) and the
providers’ reputation ratings. Thus, highly competent providers
may be selected for service provisioning even from the very
beginning by risk lovers or risk neutral requestors on the basis
of the quality of their offer and built on their reputation by
exhibiting proper behavior in the system. Additionally, since,
in our system, the decision on the most appropriate service
provider is based only on the performance-related factor after
prespecified time intervals, newcomers may be selected for ser-
vice provisioning on the basis of the quality of their offer, over-
coming thus the barrier raised by their low reputation rating.

As a final note, the proposed model for trust establishment
has been designed having in mind e-commerce environments,
with the aim to assist Buyers in finding and associating each
time with the most appropriate Seller for service provisioning.
However, the computational model is quite generic, enabling
thus its application in different contexts [e.g., peer-to-peer (p2p)
networks and mobile ad-hoc networks (MANET)], adapting
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each time the model’s parameters in accordance with the dis-
tinct features and constraints of the specific setting considered.

IV. NOVELTIES AND CONTRIBUTION

Our mechanism elicits true feedback considering and dis-
criminating between intentional and unintentional inaccurate
information provisioning, enabling thus the SRPs’ rating for-
mation effectively and efficiently with minimal impact, even in
case of misbehaving witnesses’ collusion. Intentional inaccu-
rate information provisioning refers to the case where an SRR
acting as a witness provides, in purpose, false evaluation report,
different from its true valuation on the target SRP’s reliability
(e.g., due to jealousy in order to discredit trustworthy providers
or, in contrast, to add credits to untrustworthy providers).
Unintentional inaccurate information provisioning refers to the
case where a witness SRR, even though reports his/her true
valuation on the target SRP, has not formed an accurate picture
on the behavior of the SRP under evaluation and thus gives
a rating not close to the real one. This may be attributed to
either a limited number of transactions conducted between
the two parties and/or potential changes to SRPs’ strategy
concerning service provisioning. To this respect, each witness
SRR is associated with a weight reflecting the credibility of
the witness in the eyes of the evaluator. Specifically, witness
credibility expresses whether requested information is provided
truthfully and accurately, accounting for both intentional and
unintentional feedback provisioning. Witness credibility pro-
vides the relative significance of reputation rating provided by
the witness to the overall reputation rating formation.

In this paper, witness credibility takes into account the
following: (a) the trust level attributed to each SRR by the
evaluator (i.e., measure of the likelihood that the witness SRR
gives feedback compliant to his/her real SRP valuation), which
is dynamically updated in order to follow the system’s dy-
namics and accurately reflect whether feedback is reported
honestly; (b) the number of transactions that a witness SRR has
performed with the target SRP (considering that the reputation
rating formation is an outcome of a learning process that takes
into account feedback from the environment, it is quite safe to
assume that SRRs that have been involved with the target SRP
only for a few times will not have formed an accurate picture
regarding his/her behavior, as the learning process will not have
been completed); and (c) the sum of the respective transactional
values (consider the case of an SRP that may strategically
exhibit good behavior in case its potential profits in a context of
a transaction is low and cheat when the expected earnings are
high). In essence, the (b) and (c) factors account for the case
of misleading feedback unintentionally provided, weighing ac-
cordingly the significance attributed to the feedback returned
in the overall reputation rating formation. In order to account
for SRPs that oscillate, strategically modifying their behavior,
honoring their agreements in case the profits in the context of a
transaction are low and cheating when the expected earnings are
high, we attribute higher credibility to those witnesses that have
performed more transactions with higher transactional value,
as they possess an accurate picture of the SRP’s behavior with
higher possibility.

Feedback accuracy is determined on the basis of its consis-
tency with the overall reputation rating of the target SRP as
estimated by the evaluator entity, taking into account the opin-
ion of the contacted witnesses and its consistency with the
evaluator’s view, exhibiting robust behavior even in case the
majority of witnesses are misbehaving. Additionally, our model
supports witnesses that are believed to have unintentionally
provided inaccurate information in order not to be severely pun-
ished, by accordingly outweighing their trust level adaptation
through the introduction of a time-related factor that takes into
account the time that the last transaction has taken place in order
to account for potential modifications of SRPs’ behavior.

Concerning the witness set determination, a number of re-
lated works do not clearly describe how the evaluator entities
find in the system feedback sources (witnesses) used for the
overall evaluation of the target entities or assume a semicen-
tralized architecture in order to acquire references of proper
witnesses (e.g., [3]). Our study provides a fully decentralized
solution considering a variant of the [40] referral system,
forwarding the evaluator’s request for feedback provision to
appropriate entities through a network of neighboring friends,
drawing ideas from sociology axioms.

In a nutshell, our study, on the basis of a fully decentralized
architecture, discriminates between and addresses both inten-
tional and unintentional inaccurate reputation ratings given by
witnesses, providing a robust manipulation-resistant reputation
model for trust establishment in pervasive systems.

V. SOFTWARE ARCHITECTURE

This study is based upon the notion of interacting intelligent
agents, which participate in activities on behalf of their owners
in order to achieve particular objectives and accomplish their
goals [43]. An SRR agent (SRRA) is introduced and assigned
with the role of capturing the SRR preferences, requirements,
and constraints regarding the requested service/resource, deliv-
ering them in a suitable form to the appropriate SRP entity,
acquiring and evaluating the corresponding SRPs’ offers, and
ultimately selecting the most appropriate SRP on the basis of
the quality of its offer and its reputation rating. SRP agents
(SRPAs) are the entities acting on behalf of the SRPs. Their
role would be to collect the SRR preferences, requirements, and
constraints and to make a corresponding offer, taking also into
account certain environmental criteria. SRRAs and SRPAs are
both considered to be rational and self-interested while aiming
to maximize their owners’ profit.

Fig. 1 shows a sketch of the designed architecture supporting
the decentralized reputation mechanism. It can be seen that each
SRR comprises a Reputation Formation Engine, a Witness Set
Determination & Feedback Provision Engine, and a Witness
Trustworthiness Update Engine. In the context of evaluating
the reliability of a target SRPA, the evaluator SRRA first
calls the Witness Set Determination & Feedback Provision
Engine in order to contact a list of witnesses and obtain feed-
back information regarding the behavior of the target SRPA.
As aforementioned, each witness SRRA is associated with a
weight, which is a measure of the credibility of the witness
in the eyes of the evaluator and reflects whether the witness
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Fig. 1. System architecture supporting the proposed trust management
framework.

SRRA provides feedback with respect to its experiences with
the SRPAs truthfully and in an accurate manner. The Witness
Set Determination & Feedback Provision Engine implements a
variant of the [40] referral system. Specifically, the evaluator
agent contacts its neighbors (a subset of its acquaintances)
constituted by its friends (e.g., friends and collaborators of the
agent’s owner in the real world), whose opinion in general is
expected to coincide with its own. Since friends in the real
world provide (whenever asked for) advice, this is also assumed
in our system, i.e., the entities of a certain owner share their
experiences in the system whenever asked for by a friendly
entity in the trust chain formed. Based on ideas drawn from
status and balance theory of sociology (e.g., “the friend of my
friend is my friend”) [44], in case a neighbor is not able to
provide a rating on the behavior of the target SRPA (e.g., it has
not acquired an accurate picture concerning the target SRPA’s
behavior), it sends to the evaluator the references of its own
neighboring SRRAs (its own friends) to be contacted by the
evaluator along with their trustworthiness level, as their opinion
most probably would be close to its view. Thus, witnesses are
sought in specific circles of trust from the evaluator entity. The
trust network can be enhanced considering also lists of friends
of the evaluator retrieved from various social networking appli-
cations where the evaluator entity participates (e.g., members
of the user’s roll), denoting users that the evaluator trusts and/or
shares the same interests/opinion with. At this point, it should
be noted that, in conjunction to the reputation rating of the
target SRPA, a witness provides also the number of transactions
conducted with the target SRPA, the respective transactional
values, and the time instance that the last transaction occurred.

Taking into account possible computational and/or commu-
nication limitations and constraints, in conjunction with a huge
number of potential witnesses, we confine the set of witnesses
to the n most appropriate ones on the basis of their trustwor-
thiness. Specifically, we consider that the witness set for the
feedback provision process is constrained to the n first acquired
witnesses whose trustworthiness is beyond a predefined thresh-
old. It should be stressed that, in case a reference of an SRRA
potential witness is returned to the evaluator and no direct

Fig. 2. Witness set determination example.

prior knowledge with respect to its trustworthiness exists, the
evaluator takes the potential witness trustworthiness equal to
the minimum value of the trustworthiness levels of the SRRAs
contacted across the path from the evaluator to the witness.

Fig. 2 presents an illustrative example of the witness set
determination and feedback provision process with n = 3 and
the trustworthiness threshold value equal to 0.7. The evaluator
entity E contacts its neighboring friends F1, F2, F3, and F4
and estimates their trustworthiness level concerning the target
SRPA (0.6, 0.81, 0.75, and 0.55, respectively). F1 and F4 (gray
colored) are not considered as witnesses since their trustworthi-
ness is below the predefined threshold, and F3 (blue colored)
does not have direct experience concerning the behavior of the
target SRPA and returns to the E the references of its friends
F31 and F32 along with their trustworthiness levels (0.81 and
0.86, respectively). F31 and F32 (pink colored) are considered
as witnesses for the evaluator as the estimated trustworthiness
(i.e., the minimum of the respective path −0.75 in both cases)
is above the predefined threshold.

In the sequel, the Reputation Formation Engine is activated,
so as to estimate the overall reputation of the SRPA under
evaluation. The Reputation Formation Engine is constituted of
three components. The first is the Direct Reputation Formation
component, which exploits learning from experience concepts
in order to estimate the SRPA’s reliability on the basis of the
evaluator SRRA’s past experiences. This component is activated
after the service provisioning/resource consumption process
has been completed by introducing a reward/penalty function
reflecting whether the service/resource quality is compliant
with the picture established during the negotiation process.
The better/worse the SRPA behaves with respect to the agreed
terms and conditions, the more positive/negative the influence
of the reward/penalty function on the SRPA’s rating. A system



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

KRAOUNAKIS et al.: ROBUST REPUTATION-BASED COMPUTATIONAL MODEL FOR TRUST ESTABLISHMENT 7

parameter determines the relative significance of the new out-
come with respect to the old one, constituting, in essence, the
memory of the system, while untrustworthy SRPAs are enabled
to improve gradually their reputation rating in case they abide
by established contract terms and conditions. The second is the
Indirect Reputation Formation component, which estimates the
SRPA’s reputation rating based on the opinion of the selected
witnesses, given their credibility values as calculated by the
Witness Determination & Feedback Provision Engine. The
third is the Overall Reputation Formation component, which
returns the overall reputation rating value of the target SRPA,
considering the results of the Direct Reputation Formation
component and Indirect Reputation Formation component. At
this point, it should be noted that SRRAs keep a record of the
reputation ratings, the number of transactions, the transactional
values, and the time instance that the last transaction occurred
with respect to the SRPAs having been involved in a transaction
with, while they are willing to share their experiences whenever
asked for.

As a next step, after service provision/resource consumption
has taken place, the Witness Trustworthiness Update Engine is
invoked, so as to update the trustworthiness level of each wit-
ness. As a first step, the Witness Trustworthiness Update Engine
decides on feedback accuracy on the basis of its consistency
with the overall reputation of the target SRPA as estimated
by the evaluator entity, taking into account the opinion of the
contacted witnesses and its consistency with the evaluator’s
view. In the sequel, learning from experience principles are
exploited in a similar manner to the direct reputation rating
formation, so as to reward/penalize a witness depending on
whether feedback is provided truthfully and in an accurate
manner. A time-related factor is introduced in order to account
for potential modifications to the SRPA’s strategies concerning
service provisioning.

At this point, we should note the following.
First, in case direct experiences are not available (i.e., the

evaluator has not been involved in a transaction with the target
SRPA), the accuracy of feedback is decided on the basis of
its consistency with the overall reputation of the target entity.
In such a case, untrustworthy witnesses cannot be identified
prior to service provisioning only when the overall reputation
rating for the target SRP is significantly affected, i.e., when the
majority of witnesses collude, raising the reputation of specific
service providers or discrediting others. However, considering
that the Witness Trustworthiness Update Engine responsible for
updating the trustworthiness level of each witness is invoked
after service provision/resource consumption has taken place,
the evaluator entity has assessed whether the service provided
is compliant to that promised during the negotiation phase and
thus, based on its own experience, may identify misleading
feedback. Furthermore, in all other cases where the overall
reputation rating of the target SRPA is not significantly affected,
misleading feedback could be identified, even without the exis-
tence of direct experiences.

Second, since witness trustworthiness is dynamically up-
dated, the witness set is adaptively formed each time.

Finally, the reliability rating value of the SRPAs requires in
some cases (e.g., when consumption of network or computa-

tional resources is entailed in the service provisioning process)
a mechanism for evaluating whether the service quality was com-
pliant with the picture promised during the negotiation phase.

VI. FORMULATION OF THE WITNESSES’
TRUSTWORTHINESS AND ITS

IMPACT TO THE REPUTATION

RATING FORMATION

Let us assume the presence of M candidate SRPAs interact-
ing with N SRRAs concerning the provisioning of services/
resources s = {s1, s2, . . .} requested in an intelligent perva-
sive environment. Let the set of agents that represent SRPs
be denoted by P = {P1, P2, . . . PM} and the set of agents
that represent SRRs be denoted by R = {R1, R2, . . . RN}. We
hereafter consider the request of an SRRA Ri regarding the
provision of service sl, which, without loss of generality, is
provided by all candidate SRPAs P = {P1, P2, . . . PM}.

A. Witness Set Determination and Feedback
Provisioning Engine

The evaluator SRRA Ri will form the SRPAs’ overall rep-
utation ratings, considering its own direct experiences as well
as the opinion of a number of witnesses. Thus, in order to esti-
mate the reputation rating of a target SRPA Pj at time instance
tc, the evaluator SRRA Ri activates the Witness Set Determi-
nation and Feedback Provisioning Engine so as to contact its
neighbors in order to get feedback reports on the behavior of
the Pj . As already explained, proper witnesses are obtained
through a network of friends, exploiting the transitivity property
of trust and borrowing ideas from sociology axioms.

The Witness Set Determination and Feedback Provisioning
Engine confines the set of witnesses to the n most appropriate
SRRAs Rx (x = 1, . . . n) on the basis of their trustworthiness
level estimated by the evaluator Ri, denoted by TLRi(Rx).
In the sequel, for each selected witness Rx, it provides to the
Reputation Formation Engine (and specifically to the indirect
reputation rating component) the direct reputation rating of the
target SRPA Pj as formed by the witness Rx after a transaction
dx has been completed at time instance tdx

on the basis of its di-
rect experiences with Pj in the past, RRRx,tdx (Pj), the number
of transactions Rx has performed with Pj , NRx

T (Pj), the sum

of the respective transaction values,
∑NRx

T
(Pj)

m=1 TV Rx
m (Pj), and

the time instance that the last transaction occurred tdx
.

B. Reputation Formation Engine

Direct Reputation Rating Formation: Concerning the forma-
tion of the direct reputation ratings RRRk(Pj) (k = i ∪ x ∈
{1, . . . n}), a reinforcement learning from experience mecha-
nism is exploited, rewarding or punishing the SRPA’s behavior
on the basis of the SRRA’s Rk direct experiences with SRPA
Pj . Specifically, each SRRA Rk may rate SRPA Pj with respect
to its reputation after a transaction dk has taken place at time
instance tdk

in accordance with the following equation:

RRRk,tdk (Pj) = RRRk
pre(Pj) +mr · l

(
RRRk

pre(Pj)
)

·
{
rrRk(Pj)− E

[
rrRk(Pj)

]}
(1)
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where RRRk,tdx (Pj) and RRRk
pre(Pj) are the SRPA Pj repu-

tation rating after and before the updating procedure. It has
been assumed that RRRk,tdk (Pj) and RRRk

pre(Pj) lie within the
[0,1] range, where a value close to 0 indicates a misbehaving
SRP. rrRk(Pj) is a (reward) function reflecting whether the
service quality is compliant with the picture established during
the negotiation phase, and E[rrRk(Pj)] is the mean (expected)
value of the rrRk(Pj) variable. In general, the larger the
rrRk(Pj) value, the better the SRPA Pj behaves with respect to
the agreed terms and conditions of the established contract, and
therefore, the more positive the influence on the rating of the Pj .
Factor mr (mr ∈ (0, 1]) determines the relative significance
of the new outcome with respect to the old one. In essence,
this value determines the memory of the system. Small mr

values mean that the memory of the system is large. However,
good behavior will gradually improve the SPRA’s Pj reputation
ratings. l(RRRk

pre(Pj)) is a function of the Pj reputation rating
RRRk

pre(Pj) and is introduced in order to keep the Pj rating
within the range [0,1]. In the current version of this study,
l(RRRk

pre(Pj)) = (1/(1− e)) · [1− exp(1−RRRk
pre(Pj))], for

which it stands that l(RRRk
pre(Pj))

RR
Rk
pre(Pj)→0

→ 1 and l(RRRk
pre(Pj))

RR
Rk
pre(Pj)→1

→ 0.

It should be noted that the SRP’s misbehavior (or at least the
deterioration of its previous behavior) leads to a decreased post
rating value since the {rrRk(Pj)− E[rrRk(Pj)]} quantity is
negative. The rrRk(Pj) function may be implemented in sev-
eral ways. In the context of this study, it was assumed without
loss of generality that the rrRk(Pj) values vary from 0.1 to 1.
Additionally, initial SRPAs’ reputation rating values are taken
equal to 0.1. As already explained, a quite low reputation rating
value has been assumed in order to avoid the bad consequences
of whitewashing (changing identities so as to wipe out possible
misbehavior in the past).

Indirect Reputation Rating Formation: Each witness SRRA
is associated with a weight, hereafter denoted by wRi

Pj
(Rx),

which reflects whether the witness SRRA provides feedback
with respect to its experiences with the SRPAs truthfully and
in an accurate manner. In essence, weight wRi

Pj
(Rx) (x ∈

{1, 2, . . . n}) provides the relative significance of the reputation
rating of the target SRPA Pj as given by the witness SRRA
Rx to the overall reputation rating estimation by the evaluator
Ri. In general, wRi

Pj
(Rx) is a measure of the credibility of

witness Rx and may be a function of the trustworthiness level
attributed to each SRRA Rx by the evaluator Ri, the number
of transactions Rx has performed with Pj , and the sum of the
respective transaction values. Additionally, it has been assumed
that weights wRi

Pj
(Rx) are normalized to add up to 1.

Weight wRi

Pj
(Rx) may be given by the following equation:

wRi

Pj
(Rx)

=

TLRi(Rx) ·NRx

T (Pj) ·
NRx

T
(Pj)∑

m=1
TV Rx

m (Pj)

∑
x∈i∪{1,...n}

[
TLRi(Rx) ·NRx

T (Pj) ·
NRx

T
(Pj)∑

m=1
TV Rx

m (Pj)

] .

(2)

It has been assumed that TLRi(Rx) ∈ [0, 1] with level 1 de-
noting a fully trusted witness Rx in the eyes of the evaluator Ri.

The indirect reputation rating IRRRi,tc(Pj) of the target
SRPA Pj is formed by the evaluator SRRA Ri at time instance
tc that a service/resource request has originated from the evalu-
ator Ri in accordance with the following formula:

IRRRi,tc(Pj)=

n∑
x=1

[
wRi

Pj
(Rx)·TrF (tc, tdx

)·RRRi,tdx (Pj)
]
.

(3)

TrF (tc, tdx
) is a time-related factor outweighing the sig-

nificance of old information. Specifically, it is introduced in
order to weigh up (down) recent (old) information. Thus, the
impact of inaccurate ratings due to potential modifications of
the SRPA’s behavior in the time period from the last time that
an SRRA has interacted with the target SRPA to the current time
that the SRPA is under evaluation is addressed. A wide range of
functions may be defined for the estimation of the TrF (tc, tdx

)
factor (e.g., polynomial and exponential), for which it should
stand that TrF (tc, tdx

)
tc→tdx

→ 1 and TrF (tc, tdx
)

tc�tdx

→ 0. Specifi-

cally, the larger the quantity (tc − tdx), the lower the reputation
value for the SRPA Pj acquired. In this paper, the TrF (tc, tdx

)
factor is taken equal to

TrF (tc, tdx
) = 1− tc − tdx

tc
. (4)

Overall Reputation Rating Formation: The target SRPA’s Pj

overall reputation rating ORRRi(Pj) may be estimated by the
evaluator SRRA Ri at time instance tc in accordance with the
following formula:

ORRRi,tc(Pj) = wRi

Pj
(Ri) · TrF (tc, tdi

) ·RRRi,tdi (Pj)

+

n∑
k=1

[
wRi

Pj
(Rk) · TrF (tc, tdk

) ·RRRk,tdk (Pj)
]
. (5)

As may be observed from (5), the reputation rating of the
target Pj is a weighted combination of two factors. The first
factor contributing to the reputation rating value is based on
the direct experiences of the evaluator agent Ri, while the
second factor constitutes the indirect reputation ratings and
depends on information regarding Pj past behavior gathered
from n witnesses. Additionally, for the estimation of parameter
wRi

Pj
(Ri), the trustworthiness level of the evaluator Ri is taken

equal to 1 (i.e., TLRi(Ri) = 1).
At this point, it should be noted that SRRAs may serve as

witnesses for the estimation of the overall reputation of the
target SRPA Pj in case they have formed an accurate picture
regarding the SRPA’s reliability-related behavioral aspects (e.g.,
they have been involved with Pj for at least a predefined
number of transactions with a transactional value above a
prespecified threshold, in which case we assume that a learning
period has been completed).

Witness Trustworthiness Update Engine: Trustworthiness
TLRi(Rx) of neighboring witnesses Rx to the evaluator entity
Ri initially assumes a high value, i.e., all neighboring witnesses
are considered to report their experiences to the Ri honestly. In
case the evaluator Ri does not have any prior direct knowledge
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with respect to a non-neighboring witness Rx, its trustworthi-
ness level is taken equal to the minimum of the trustworthiness
levels of the SRRAs along the path. However, as already noted,
the trustworthiness level is dynamically updated in order to
account for potential dissemination of misinformation by the
witnesses in the system. Specifically, assuming that SRPA Pj

does not modify its behavior with regard to the service/resource
provisioning in between the [tdx

, tc] time period, Rx is consid-
ered to misreport his/her past experiences if the target Pj overall
reputation rating ORRRi,tc(Pj) as estimated by (5) is beyond
a given distance from the rating RRRx,tdx (Pj), in which case
the following expression holds:∣∣ORRRi,tc(Pj)−RRRx,tdx (Pj)

∣∣ > e (6)

where e is the predetermined distance level.
As it may be observed, this approach may be quite efficient in

case the population of the witnesses reporting their experiences
honestly is quite large with respect to the dishonest witnesses.
To account for the case where a significant percentage of the
witnesses provide misleading information, the evaluator takes
also into account the distance of the reputation rating of the
target Pj as formed considering its own direct experiences
RRRi,tdi (Pj). Thus, in case it stands that∣∣RRRi,tdi (Pj)−RRRx,tdx (Pj)

∣∣ >e &∣∣ORRRi,tc(Pj)−RRRx,tdx (Pj)
∣∣ <e (7)

the evaluator may conclude that the witness misreports its
experiences, under the assumption that the evaluator Ri has
formed an accurate picture of the target Pj reliability based on
its direct experiences.

Thus, assuming that the evaluator Ri has interacted and has
been serviced by the target Pj for a number of transactions with
transactional value beyond a predefined threshold (i.e., after
the completion of a learning period) and Pj does not change
its strategy between the (tdi

− tdx
) time period, the following

distinct cases may be identified.

1) |ORRRi,tc(Pj)−RRRx,tdx (Pj)| > e, and
|RRRi,tdi (Pj)−RRRx,tdx (Pj)| > e. In this case,
the evaluator is quite confident that the witness Rx

misreports its experiences as its view regarding the
reliability of the target Pj coincides with the opinion of
the majority of the contacted witnesses.

2) |ORRRi,tc(Pj)−RRRx,tdx (Pj)| < e and
|RRRi,tdi (Pj)−RRRx,tdx (Pj)| < e. In this case, the
evaluator is quite confident that the witness Rx provides
feedback honestly with respect to its experiences.

3) |ORRRi,tc(Pj)−RRRx,tdx (Pj)| < e, and
|RRRi,tdi (Pj)−RRRx,tdx (Pj)| > e. In this case,
the evaluator believes that the witness Rx misreports
its experiences and the majority of the witnesses have
provided misleading information.

4) |ORRRi,tc(Pj)−RRRx,tdx (Pj)| > e, and
|RRRi,tdi (Pj)−RRRx,tdx (Pj)| > e. In this case,
the evaluator concludes that the witness Rx reports
honestly its experiences with respect to Pj behavior,
contradicting with the opinion of the majority of the
witnesses.

Up to this point, we have assumed that the SRPA Pj does
not modify its behavior with regard to the service/resource
provisioning in between the [min{tdx

, tdi
}, tc] time period. In

order to take into account inaccurate information unintention-
ally provided due to Pj behavioral changes and not severely
punish or reward unintentionally misleading witnesses, we have
incorporated a time-related factor in order to weigh down the
penalty/reward in case of old feedback. Finally, in case the
evaluator Ri has not formed a picture of the target Pj behavior
(i.e., the learning period has not completed or direct experiences
are not available), the accuracy of feedback is decided, and the
trustworthiness of the witnesses considered for the formation
of Pj reputation is adjusted after service provisioning has taken
place and the reputation rating of the selected Pj has been
accordingly updated.

Witnesses’ trustworthiness may be updated on the basis of
the following expression, exploiting learning from experience
concepts:

TLRi
post(Rx) = TLRi

pre(Rx) + kb · l
(
TLRi

pre(Rx)
)

·RF · TrF (min {tdx
, tdi

} , tc) (8)

where TLRi
post(Rx) and TLRi

pre(Rx) are the witness Rx trust-
worthiness as evaluated by the SRRA Ri after and before the
updating procedure. It has been assumed that TLRi

post(Rx) and
TLRi

pre(Rx) lie within the [0,1] range, where a value close to
0 indicates a dishonest witness. For the reward/penalty factor
RF , the following expression holds:

RF =

{
−1 ≤ RF < 0, for 1 and 3 cases
0 < RF ≤ 1, for 2 and 4 cases

}
. (9)

l(TLRi
pre(Rx)) is a function of the witness trustworthiness

TLRi
pre(Rx), is introduced in order to keep the witness trustwor-

thiness level within the range [0,1], and is defined in a similar
manner to l(RRRk

pre(Pj)). Factor kb (kb ∈ (0, 1]) determines the
relative significance of the new outcome with respect to the
old one, constituting thus the memory of the system. Factor
TrF (min{tdx

, tdi
}, tc) is introduced in (8) in order to account

for potential modifications to the SRPs’ strategy within the time
period [min{tdx

, tdi
}, tc]. The more the time elapsed between

time instance tdx
/tdi

when the last transaction among witness
Rx/evaluator Ri and SRPA Pj under evaluation has taken place
and the time instance tc that the request for service/resource
provisioning has been issued, the more probable the deviation
from the witness opinion concerning the reliability value to be
attributed to SRP Pj due to potential changes in the SRP’s Pj

strategy. In such a case, the witness Rx does not misreport its
experiences. Thus, the adaptation of the trustworthiness level
associated to the witness Rx by the evaluator Ri should be
accordingly outweighed. One could argue that this could con-
stitute a disincentive for providing honest feedback. However,
it should be stressed that the impact of such misleading infor-
mation is minor as the significance attributed to old feedback
for the estimation of the overall reputation rating of the target
SRPA Pj is also accordingly outweighed.

Table I presents, for all parameters used in our model, the
notation adopted as well as the respective value scopes.
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TABLE I
NOTATIONS

VII. PERFORMANCE EVALUATION RESULTS

In this paper, our aim is to extensively evaluate our frame-
work and provide indicative evidence of the efficiency of our
proposed scheme, incorporating various degrees of witnesses’
misbehavior. We hereafter assume the existence of an area
that falls into the domain of M = 10 candidate SRPAs P =
{P1, P2, . . . PM} (i.e., a specific request may be handled by any
of the candidate SRPAs belonging to the set P ). Furthermore,
it is assumed that N = 1000 different SRRAs access the area.
Each SRRA may be potentially a witness for the reputation

formation of an SRP in the context of a specific request of
another SRRA. Thus, the witness set is constituted by, at most,
999 witness SRRAs.

In order to evaluate SRPs’ reliability, each SRP has been
associated with a reliability probability, i.e., a measure of the
likelihood that the SRP delivers the service in accordance with
the agreement established. This probability has uniformly been
set to the following values: 0.1 for SRPA P1, 0.2 for SRPA P2,
0.3 for SRPA P3, 0.4 for SRPA P4, 0.5 for SRPA P5, 0.6 for
SRPA P6, 0.7 for SRPA P7, 0.8 for SRPA P8, 0.9 for SRPA
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P9, and 1 for SRPA P10. A mixture of extreme and moderate
values has been chosen in order to test the schemes under
diverse conditions. In essence, with probability 0.1, SRPA P1

complies with its promises, while P9 maintains its promises
with probability 0.9.

Fig. 3 depicts, for all SRPAs, the direct and overall reputation
ratings, as estimated by 100 evaluator SRRAs (mean values
are displayed), under the assumption that all witness SRRAs
behave honestly, reporting their true valuation on the target
SRPA’s behavior (i.e., they provide to the evaluator the direct
reputation rating of the target SRPA as formed on the ba-
sis of their past experiences in the system). The number of
transactions conducted between all SRRAs with each SRPA
in the system is a random variable uniformly distributed in
the range [150,200]. From the obtained results, it may be
observed that our model succeeds in estimating a reputation
rating (overall and direct) very close to the assumed SRPAs’
reliability probability, which is depicted in the x-axis (mean
deviation is approximately 8%).

As a next step, we would like to test our framework’s
resilience to witnesses’ misbehavior. To this end, we incorpo-
rated witness cheating behavior in our framework by gradually
increasing the portion of misbehaving witnesses (i.e., the wit-
nesses returning false feedback to the evaluator agent) as well
as the distance of the false feedback reported to the evaluator
from the actual valuation of the target SRPA’s rating (i.e., the
estimated rating formed by each witness SRRA on the basis
of its direct experiences with the SRPAs). We consider the
worst case scenario, i.e., the misbehaving witnesses collude,
adding credits or discrediting providers, all modifying their
estimated rating toward the same direction (either incrementally
or decrementally) in accordance with the specified distance
in order to form the feedback that would be returned to the
evaluator SRRA. Specifically, we have considered that 10% up
to 90% incremented by a step of 10% of the set of witnesses are
providing inaccurate reputation-related information to the eval-
uator agent, varying in each case the distance of the inaccurate
rating from their estimated rating to 10%, 30%, 50%, 70%, and
90% (both incrementally and decrementally toward the same
direction each time). Several runs per experiment (50 runs) have
been performed, while the mean values are illustrated in the
figures. The standard deviation ranges between ±0.05 around
mean values, which show that the results acquired are close
enough to the mean values displayed in the figures.

In the light of the aforementioned aspects, we examine the
impact of witnesses’ misbehavior to the overall reputation
rating formation compared to the case of honest feedback provi-
sioning. As a first step, we assume that witnesses’ trustworthi-
ness assumes its initial value (equal to 1) and is not dynamically
updated, i.e., all witnesses are, in the eyes of the evaluator agent,
behaving honestly, even if this is not the case. As a next step,
this assumption is withdrawn, and the witnesses’ trustworthi-
ness is dynamically adjusted in accordance with the proposed
model. For each of the aforementioned cases, Fig. 4(a) presents,
for all SRPAs, the mean deviation of the estimated SRPAs’
overall rating with respect to the corresponding rating estimated
when all witnesses behave honestly. The mean deviation of
the SRPAs’ reputation rating given in the first group of bars

Fig. 3. Direct and overall reputation ratings for all SRPAs.

Fig. 4. (a and b) Mean deviation from estimated reputation for all SRPAs.

per misbehaving witnesses’ percentage corresponds to the first
case (the witnesses’ trustworthiness level is not modified). The
mean deviation of the SRPAs’ reputation rating given in the
second group of bars per misbehaving witnesses’ percentage
corresponds to the second case (identification of misbehaving
witnesses and dynamic update of the respective witnesses’
credibility). As it may be observed from Fig. 4(a), the mean
deviation of the SRPAs’ reputation rating estimation decreases
significantly when dynamic adaptation of witness trustworthi-
ness is performed in accordance with the proposed model.
For example, the mean deviation from 12.5% (in the case of
50% misbehaving witnesses with feedback modification of 30%
without dynamic adaptation of witness trustworthiness) drops
to approximately 0.7% when adjusting their trustworthiness.
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Fig. 5. (a and b) Deviation (%) of each SRPA’s reputation rating estimation.

The same stands for the case of 50% misbehaving witnesses
with feedback modification of 50% where the mean deviation
drops from 17% to 1% as well as for the case of 90% mis-
behaving witnesses with feedback modification of 50% where
the mean deviation drops from 40.3% to 4.7%. At this point,
it should be noted that the distance from the estimated rating is
either incrementally or decrementally taken for all misbehaving
witnesses considered. This is, however, the worst case (as
already discussed); otherwise, we would expect to see even
more decreased mean deviation from the estimated rating.

Fig. 4(b) depicts the deviation of the SRPAs’ overall repu-
tation rating from the corresponding rating when all witnesses
behave honestly, indicatively, for the case where 70% of the
witnesses considered provide inaccurate reputation information
and the distance of the disclosed information from the actual
rating is 50%. From the obtained results of Fig. 4(b), it can
be observed that the deviation drops below 3% when dynamic
adaptation of witness trustworthiness is performed. Thus, due
to the dynamic adaptation of the trustworthiness level of the
misbehaving witnesses, our framework succeeds in introducing
minimal impact to the overall estimated SRPA reputation rating
(below 8%), even when a large portion of witnesses provide
false feedback to the evaluator SRRA.

Considering that the distance level e constitutes an important
parameter of our model as it defines the portion of misbe-
having witnesses that are identified as such, in the following
experiments, we aim to test its impact on SRPAs’ overall
reputation rating formation. In Fig. 5(a) and (b), the deviation
of each SRPAs’ overall reputation rating from the rating of
SRPAs when all witnesses are honest is presented, taking into
account three cases. In the first case, all witnesses are behaving

Fig. 6. Responsiveness of our proposed scheme to SRPA reliability-related
behavioral modifications.

honestly in the eyes of the evaluator agent (no update of
witnesses’ trustworthiness takes place). In the second case, all
misbehaving witnesses are identified (i.e., e assumes a very low
value and is taken equal to 0.05), and the respective weighting
factor taken into account in the SRPA’s rating estimation is
dynamically updated. In the third case, only the witnesses with
feedback modification greater than the distance level e = 0.25
are identified as misbehaving, and their weighting factor is
updated similarly to the previous case. We have considered
70% of misbehaving witnesses with 30% and 50% feedback
modifications to their actual estimated rating. From the ob-
tained results, it may be observed that, with distance level e =
0.25, acceptable deviations from actual reputation values are
produced. To be more specific, as may be seen from Fig. 5(a)
and (b), for all SRPAs, mean deviations on the order of 3.34%
and 2.02% are introduced, respectively. Moreover, in Fig. 5(b),
the deviation is decreased with respect to Fig. 5(a), as the
distance value is larger; thus, more misbehaving witnesses
could be identified in accordance with the proposed approach.
It should be noted that it is quite logical to assume that most of
the misbehaving witnesses in a real system are not expected to
intentionally provide only slight feedback modifications (e.g.,
10% or 20% feedback modification). Thus, under this assump-
tion, the percentage of not identified misbehaving witnesses that
provide false feedback will not produce significant errors to the
reputation rating formation, as considered in the current version
of this study.

Finally, we would like to examine the responsiveness of
our scheme with regard to SRPA reliability-related behavioral
modifications. We consider SRPA P9 attributed with reliability
probability 0.9. After 100 transactions have taken place, SRPA
P9 decides to take advantage of the reputation rating earned
on the basis of its good behavior in the past and modifies its
strategy so as to abide by the contract terms and conditions for
the 30% of the transactions (i.e., reliability probability equal to
0.3). Finally, after the completion of 150 transactions, SRPA
P9 updates its behavior so as to adequately serve 60% of the
service/resource requests. The experiment has been performed
50 times, while Fig. 6 illustrates the mean reputation values of
SRPA P9 with respect to the number of transactions conducted
in the presence of 30% misbehaving witnesses with a feedback
modification of 50%. As it may be observed, the reputation
ratings acquired in accordance with our proposed framework
follow in a quite efficient manner the SRPAs’ strategy modifi-
cations.
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VIII. CONCLUSION

In general, the scope of this paper is to propose a compu-
tational model for trust establishment based on a reputation
mechanism, which incorporates direct service requestors’ expe-
riences and information disseminated from witness requestors
in the system on the basis of their past experiences with service
providers. Entities are rated with respect to whether they hon-
ored or not the agreements that they have established in the sys-
tem, differentiating thus trust computation from service quality
assessment. Our contribution lies in the fact that the designed
mechanism discriminates between and addresses false ratings
that are provided intentionally and unintentionally by witnesses
in the system, minimizing their impact to the overall providers’
reputation rating estimation. Witness credibility is efficiently
formed, taking into account and dynamically updating the wit-
ness trust level, the number of transactions performed, and the
respective transactional values. Our model caters for potential
changes to providers’ behavior, does not severely punish wit-
nesses that are believed to unintentionally provide misleading
feedback, does not exclude a misbehaving entity forever from
the system, and weighs more in the evaluation of the overall
reputation ratings recent events, enabling rating formation in
an accurate manner. Additionally, the model proposed is fully
distributed; witnesses are found in a completely decentralized
manner, borrowing ideas from sociology, while the confinement
of the witness set relieves the system from extra computational
and communication overhead. Finally, treating reputation as a
behavioral aspect independent of the services provided enables
rating determination in a time-efficient manner.

Concerning future work, we consider adopting a similar to
[22] approach for defining the initial reputation value assumed
for SRPs and the initial trust level attributed to witnesses by the
evaluator SRR. Additionally, consideration of an adaptive value
following the percentage of misbehaving providers may provide
a better alternative in terms of accuracy and fairness. Finally,
similarly to [39], for the determination of the witness set, we
consider moving the burden of obtaining trust information from
the evaluator SRR to the SRPs being evaluated.
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