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Abstract— This paper presents a semantic model which
delivers personalized audio information. The personalization
processis automated and decentralized. The metadata which
support personalization are separated in two categories. the
metadata describing user preferences stored at each user
and the resource adaptation metadata stored at the server.
The multimedia models MPEG-21 and MPEG-7 are used to
describe metadata information. The Web Ontology
Language (OWL) language is used to produce and
manipulate thereative ontological descriptions.

Nowadays, the volume of multimedia data is incregsi
rapidly in many information channels. Network
infrastructures enable information repositories le
accessed from users all over the world. The dsfiadr

INTRODUCTION

multimedia services is a common task. However more

users tend to require information retrieval serviegich
include high quality features such as semantic rgesm

and personalization of information. In this paper a

prototype application that delivers personalizedliau
information to users is described.
The application uses MPEG-7 and MPEG-21 for th

description of audio content as well as the users

preferences, which are the basic metadata forethmastic
description of multimedia content.

The metadata information is managed using Web

Ontology Language (OWL) ontologies. On one hand, th
information that describes the user preferenceseated
and stored at the client. On the other hand, ¢hees-side
information contains audio resources and resourc
adaptation metadata, minimizing thus, the centalage
requirements and complexity. This significantly ueés
the response time of the audio server, handlingiphel
concurrent requests from users during normal ojerat
The remainder of the paper is organized as folldws.
section 2, the related research literature is iteds
Section 3 presents an overview of the standardiswied
in this study. Section 4 describes the softwarbitgcture
that supports the prototype application, as wellttees
software elements and modules required. FinallgtiGe
5 concludes our work and presents possible futur
extensions and plans.
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The rapid increase in multimedia content
challenged the academic and industrial communitits
the development of information retrieval and mamaget
tools enhanced with personalization and adaptation
capabilities. An increasing number of these appbtica
use defined standards to support personalization.

In the work described in [1], the authors propose a
personalization process that customizes rich mattia
documents to the needs of an individual reader.
Multimedia documents, such as textbooks, reference
materials and leisure materials, inherently usartiegies
that make them accessible for people with disadmlit
who are incapable of using printed materials. Thihas
address issues of establishing user personalization
profiles, as well as adapting and customizing aante
interaction and navigation. Customization of intdi@n
and navigation leads to different user interfageswell
as different structural content presentation. Quiation
of content includes insertion of a summary,
synchronization of sign language video with hightigg

RELATED WORK
has

of text, self-voicing capability, alternative suppdor
screen readers, or reorganization of layout
accommodate large fonts.
The work described in [2] examines a metadatadas
approach, supporting the personalization process fo
knowledge workers who interact with distributed
information objects. An architecture supporting the
gersonalization process is described, along with a
prototype personalization environment. Its metadat
decentralized, in terms that the information isrexo
locally on client-side. The authors discuss theaatlges,
as well as the challenges of the suggested approach
The authors of the approach presented in [3] intced
a wide view of personalization and user profileskimg
the preferences available to a range of services an
devices. Behind every instance of personalizat®ra i
profile that stores the user preferences, contexse and
other information capable to deliver user expemsnihat
%escribe individual users’ needs and preferendess |
ased upon the fact that users’ needs depend on the

to



context and current situation, (e.g. “At home”, “i [ll. USEDSTANDARDS

Meeting”, “In the Car”). , This section makes an overview of the standardd use
In the approach proposed in [4] the user of g the development of the application prototypéede

multimedia database returns relevance ranking ® higiaqdards include MPEG-7 [10], MPEG-21 [11] and
retrieval intention for top n data of a retrievasult. L [12]. ’

Using this feedback information, the framework proes MPEG-7 is a multimedia content description standard

an adjustment data inherent to the user and Wilizér  The gescription is associated with the contentfjtse

personalization. _ _ allow fast and efficient searching for materialttfe of
In [], the design and the implementation of a MPEG jnerest to the user. MPEG-7 is formally called

based Multimedia Retrieval System for Film Heritdge \;itimedia Content Description Interface. It doest n
presented. The multimedia content has been indexegaa with the actual encoding of moving picturesi an
using an Annotation Tool based on MPEG-7 standand. . 4io like MPEG-1. MPEG-2 and MPEG-4. It uses XML
MPEG-7 Compliant Ontology in OWL DL has been (4 gtore metadata such as timecoding of partictents,
developed to fuffill the requirements of the systérhis synchronizing lyrics to a song.

ontology has been instantiated so that the refrjgweeess The MPEG-21 standard aims at defining an open

can be handled. This work has been assessed dbeNng famework for multimedia applications. MPEG-21 uses
validation of the CINeSPACE project, which aims 10 yhe architectural concept of the Digital ltem. Agibal

design and implement a mobile rich media collabegat 1o, js a combination of resources (such as videosio
|nfo_rmat|0n exchange pl_atform, accessible througtide tracks, images), metadata (such as descriptors,
variety of networks (cities WiMax, WANs etc.) fohet  jyengifiers), and structures describing the refestips

promotion of Film Heritage. , - between resources. Digital Items are declared uirg

In the work described in [6], the issues associattl  pgita| tem Declaration Language (DIDL). MPEG-21
designing a video personalization and summarizatiofhjgital |tem Adaptation (DIA) architecture and the
system in heterogeneous ~usage environments ajpEG.7 Mulimedia Description Schemes (MDS) for
addressed, providing in parallel, a tutorial thetaduces  ,ntent and service personalization provide a Usage
MPEG-7 and MPEG-21 within these contexts. Thegpyironment which models user preferences. The &Jsag

authors introduce a framework for a three-tiergironment Description is part of the MPEG-21 DIA
summarization system (server, middleware and glient ;. -hitecture and consists of the following destmipt
The server maintains the content sources, the MPEG-

o ; Z"elements:
metadata descriptions, the MPEG-21 rights expressio . The User Characteristics, which specify user festur
and content adaptability declarations. The clieqil@ts including:

the MPEG-7 user preferences and the MPEG-21 usage

environments, in order to retrieve and display the - 1h€ UserInfo, where user information is stored.

personalized content. The middleware contains the - The User Preferences, describing the user
personalization and adaptation engines, which telec browsing, filtering and search preferences.
adapt, and deliver the summarized rich media coriten - The Usage History, where the history of user
the user. The system includes MPEG-7 annotatiols,too interaction with digital items is presented.

semantic summarization engines, real-time video
transcoding and composition tools, applicatioerifstces
for PDA devices as well as browser portals.

In [7] a model for integrating semantic user prefee

- The Presentation Preferences, which describe user
preferences concerning the means of presentation
of multimedia information.

descriptions within the MPEG-7/21 standard is pméss: - The Accessibility Characteristics, responsible for
The approach preserves the hierarchical structfitheo content adaptation concerning users with auditory
MPEG-21/7 user preference descriptions. The or visual impairments.

implementation of the model is presented, whicovedl = The Terminal Capabilities, which describe the técdin
descriptions of domain ontologies, semantic content characteristics of user devices.
descriptions and user preference descriptions in am The Natural Environment Characteristics, providing
OWL/RDF environment and also supports automatic information about the location and time of a useai
conversion of the proposed extensions to MPEG-21/7 particular environment, as  well as audio-visual
descriptions. characteristics which may include noise levels and
Finally, the work described in [8] presents an agen illumination properties of the natural environment.
based multimedia broadcasting framework using MPEG* The Network Characteristics, which specify the
21/7 and Foundation for Intelligent Physical Agents network characteristics parameters including badtiwi
(FIPA) standards [9]. A FIPA implementation is uses utilization, packet delay and packet loss.
platform for exchanging user preferences and progra The Web Ontology Language (OWL) is adopted so as
information, based on the classical -client-serverto create the relative ontologies and provide aroom
architecture. The user preferences are modeledsjpect semantic understanding between the componentsviedol
to the MPEG-21/7 User Preference description scheme in the personalization process. OWL is a family of
knowledge representation languages for authoring
ontologies endorsed by the World Wide Web Consurtiu



They are characterised by formal
RDF/XML-based serializations for the Semantic Web.

IV. SOFTWAREARCHITECTURE

In this section we present the architecture ofroadel.
The architecture is decentralized in respect to th
information required to achieve personalization.etUs
related preferences are created and stored loabkach
client. Resource adaptation metadata along with th
resources are the only to be composed and stor|
centrally at the server. As an effect, distributmiboth
computational load and personalization data iseae
improving framework scalability.

The server contains the music tracks and the réspec
audio metadata using MPEG-7 in an MPEG-21 structur
The music tracks are divided in sixteen differenisia
categories (pop, classical, dance, electronic .efauyio
metadata include user defined metadata (artisgjywer,
production year and category), technical oriente
metadata (bitrate, sample rate, track duratiomagpdate
and last download date, audio channels, audio fpriite
size) as well as usage history metadata (trackilaoity
in respect to all tracks, track’s popularity in @ategory
and recommended similar tracks). Table 1 presents
sample of the audio metadata structure.

<mpeg21:DIDL xmIns:mpeg21="urn:mpeg:mpeg21:2002:02-mpeg21-NS"
xmIns:mpeg7="http://www.mpeg.org/MPEG7/2000">
<mpeg21:Container>
<mpeg21l:ltem>
<mpeg21:Descriptor>

semantics and

</mpeg7:Creationinformation>

<mpeg7:ClassificationPreferences>
<mpeg7:Genre mpeg7:preferenceValue="47"
mpeg7:href=“urn:mpeg:ContentCS:1">
<mpeg7:Name xml:lang="en">Acappella</mpeg7:Name>
</mpeg7:Genre>
</mpeg7:ClassificationPreferences>
e <mpeg7:MedialLocator>
<mpeg7:MediaUri>tracks/trackl.mp3</mpeg7:MediaUri>
</mpeg7:MediaLocator>
<mpeg7:MediaTime>
e <mpeg7:MediaTimePoint>T00:00:00F100</mpeg7:MediaTimePoint>
<mpeg7:MediaDuration>T00:13:07F100</mpeg7:MediaDuration>
ed </mpeg7:MediaTime>
<mpeg7:MediaFormat>
<mpeg7:Content mpeg7:href="urn:mpeg:mpeg7:cs:ContentCS:2001:2">
<mpeg7:Name xml:lang="en">audio</mpeg7:Name>
</mpeg7:Content>
<mpeg7:Medium
mpeg7:href="urn:mpeg:mpeg7:cs:MediumCS:2001:2.1.1 ">
N <mpeg7:Name xml:lang="en">HD</mpeg7:Name>
I~ </mpeg7:Medium>
<mpeg7:FileFormat
mpeg7:href="urn:mpeg:mpeg7:cs:FileFormatCS:2001:3">
<mpeg7:Name xml:lang="en">MP3</mpeg7:Name>
</mpeg7:FileFormat>
<mpeg7:FileSize>787082</mpeg7:FileSize>
j <mpeg7:BitRate mpeg7:minimum="N/A" mpeg7:average="8000"
mpeg7:maximum="N/A"></mpeg7:BitRate>
<mpeg7:AudioCoding>
<mpeg7:Format
mpeg7:href="urn:mpeg:mpeg7:cs:AudioCodingFormatCS:2001:1">
<mpeg7:Name xml:lang="en">MP3</mpeg7:Name>
</mpeg7:Format>
<mpeg7:AudioChannels mpeg7:track="2"></mpeg7:AudioChannels>
a <mpeg7:Sample mpeg7:rate="22050" mpeg7:bitPer="0">
</mpeg7:Sample>
</mpeg7:AudioCoding>
</mpeg7:MediaFormat>
</mpeg7:Mpeg7>
</mpeg21:Resource>
</mpeg21:Component>
</mpeg21:ltem>
</mpeg21:Container>
</mpeg21:DIDL>

<mpeg21:Statement mpeg7:mimeType="text/plain">Metadata about audio
track.</mpeg21:Statement>
</mpeg21:Descriptor>
<mpeg21:Component>
<mpeg21:Resource mpeg7:mimeType="application/xml">
<mpeg7:Mpeg7>

<mpeg7:CreationPreferences>
<mpeg7:Title mpeg7:preferenceValue="12"
xml:lang="en">trackl.mp3</mpeg7:Title>

</mpeg7:CreationPreferences>

<mpeg7:Creationinformation>
<mpeg7:Creation>
<mpeg7:Creator>
<mpeg7:Role

Table 1. Sample of the audio metadata structure

Each client organizes its metadata using MPEG-21/7
user preferences element of MPEG-21 usage
environment. The client's metadata rely on user's
preferences (favorite music categories and top LBian
tracks in each category). Table 2 presents a saofifife
user preferences metadata structure.

mpeg7:href="urn:mpeg:mpeg7:cs:RoleCS:2001:AUTHOR" />
<mpeg7:Agent xsi:type="PersonType">
<mpeg7:Name>
<mpeg7:GivenName>John</mpeg7:GivenName>
<mpeg7:FamilyName>Johny</mpeg7:FamilyName>
</mpeg7:Name>
</mpeg7:Agent>
</mpeg7:Creator>

<mpeg7:Creator>
<mpeg7:Role
mpeg7:href="urn:mpeg:mpeg7:cs:RoleCS:2001:Publisher"/>
<mpeg7:Agent xsi:type="PersonType">
<mpeg7:Name>
<mpeg7:GivenName>George</mpeg7:GivenName>
<mpeg7:FamilyName>Smith</mpeg7:FamilyName>
</mpeg7:Name>
</mpeg7:Agent>
</mpeg7:Creator>

<mpeg7:Abstract>
<mpeg7:FreeTextAnnotation>VeryGood
</mpeg7:FreeTextAnnotation>
<mpeg7:StructuredAnnotation>
<mpeg7:What><mpeg7:Name>Music Track</mpeg7:Name>
</mpeg7:What>
</mpeg7:StructuredAnnotation>
</mpeg7:Abstract>

<mpeg7:CreationCoordinates>
<mpeg7:CreationDate>
<mpeg7:TimePoint>2010-05-11</mpeg7:TimePoint>
<mpeg7:Duration>P7D</mpeg7:Duration>
</mpeg7:CreationDate>
</mpeg7:CreationCoordinates>
</mpeg7:Creation>

<mpeg21:DIDL xmIns:mpeg21="urn:mpeg:mpeg21:2002:02-mpeg21-NS">
<mpeg21:Container>
<mpeg21l:ltem>
<mpeg21:Descriptor>
<mpeg21:Statement mimeType="text/plain">This item is a metadata block
about John's preferences.</mpeg21:Statement>
</mpeg21:Descriptor>
<mpeg21:Component>
<mpeg21:Resource mimeType="application/xml">
<Mpeg7 xmlIns= “http://www.w3.0rg/2000/XMLSchema-instance”
type=“complete™>
<UserPreferences>
<Userldentifier protected="true">
<UserName>John</UserName>
</Userldentifier>
<UsagePreferences allowAutomaticUpdate="true">
<FilteringAndSearchPreferences protected="true”>
<ClassificationPreference>
<Genre href=“urn:mpeg:GenreCS'
<Name> Acappella </Name>
</Genre>
<Genre href=“urn:mpeg:GenreCS'
<Name> Classical </Name>
</Genre>
<Genre href="urn:mpeg:GenreCS
<Name> HipHop </Name>
</Genre>
<Genre href="urn:mpeg:GenreCS
<Name> Jazz </Name>
</Genre>
<Genre href=“urn:mpeg:GenreCS'
<Name> Pop </Name>
</Genre>

" preferenceValue="32">

" preferenceValue="75">

" preferenceValue="40">

" preferenceValue="18">

" preferenceValue="24">

<Genre href=“urn:mpeg:GenreCS'
<Name> Rock </Name>

" preferenceValue="63">




</Genre> match specific criteria (e.g. belong in a specifitisic

<[ClassificationPreference>

<[FilteringAndSearchPreferences> | category, cor_nply with user pr_eferences). The seceer
</UsagePreferences> propose music tracks to the clients, based on theiices
</UserPreferences>
<IMpeg7> and preferences.
</mpeg21:Resource> . . . .
</mpeg21:Component> The server is qlso capable to interact with thentland
<impegzLtem> propose music files that share similar metadath wie
< : > . . .
mpeg21DIDLs | requested music tracks (artist, music company,, ygpe,

format, file-size, time duration, channels, sampdge,
bitrate and audio quality).
Figure 2 presents the basic modules of our architec

Suitable OWL ontologies for metadata manipulatianen ~ USer defined metadata of a specific resource @ated

been created. The server uses an OWL ontology folfom the client when a new music track is uploatethe
managing the audio metadata, while the client uges S€Tver: The server uses the Java Media Framework to

personal metadata based on the relevant OWL onyalsg analyze the uploaded audio track and extracts teghn

Table 2. Sample of the user preferences metadataise

it is presented in the class diagram of Figure 1. orient_ed metadata. After Fhese actions, _the sdoverats
and inserts all the audio metadata into the relevan
mpegZDIEL metadata file according to the relative standandsta the
OWL ontology. The file upload operation is descdbe
preferencelalue Figure 3
KP Cliart Server MPEG21/T Audio {CWL Ontology about
mpegZ 1 Cortainer Name metadata BudioMetadata

Genre

KIS et T T

T T
href . 1 1 1
mpeg2:Ctatement | | mpeg2t:Deseriptor mpeg2t:tem Name Upload_Audio_File{AudioFie) | |
prefirenceValue | |
7\‘mpe921 :Stalemem—{} | |
67 IUplaad_Metadata|UserDafinedhictadats) : :
| |
- ZP pieced [ Find_Technical Oriented_MetadstalpudioFik) |
mimeType mpeg2i Component Fird_Requred iFath )
|
: ! |
mpeg f:Resource Uzerldenti FilteringAndS e archPreferen < _________________ :
mimeType protected pritected L UpbsdConpee L ! !
Figure 3. Updating the audio metadata
o7 learerm — The client interacts yvith the server _and sendate’s
preferences along with the respective credentiale
<]_ q_ allovifustomaticl pd ate . . .
server checks user credentials, establishes eoresith
the client and promotes audio tracks to the client
/]\ according to its preferences. The client receivies t
Annutinatilpiae response regarding the request sent, and updaes it
preferences. In case the user preferences ardicsignly
modified throughout a session, the client sends its

updated preferences to the server. The systemtapers

Figure 1. OWL ontology about user preferences nattad . . . . .
P graphically illustrated in the sequence diagrantigiure

WFEG2117 OVIL Cntology 4. MySQL is used for handling the user’s credésti
Audio Metsdata [|  3bout the server.

The audio server and client modules are developed
using Java and Java Media Framework. The classes
WL Ontology created are instantiated with the corresponding XL
,_,w‘;tr’;:‘mmJ description. Java objects are the instances ofthal

selected MPEG-21 and MPEG-7 concepts mapped to
Java classes.

MPEG-21/7
My5GL Database User Preferences
Metadata

Figure 2. The basic modules of our architecture

A client requests to listen to a music track, ugl@a
new music track or retrieve a catalog of musicksathat
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Figure 4. Server proposes audio tracks

The selection of a music track results to an updéte
) ) user preferences metadata at the client and thgeusa
This section presents an example of our framework'gjsiory resource adaptation metadata at the seffigure
functionality. The client contacts the server aedds his g presents the relative user preference metadatek bl
preferences through the relatve OWL ontology.pefore and after the  client's request. The

Consequently the client requests a Jazz audio ,tracl eferenceValue’ concerning music track's genre is
named ‘Lullaby.mp3’. The server uses the relativlO  jcreased.

V. CASE STUDY

ontology to manipulate the audio metadata and str&s [pefore:

requested track to the client. :'{Ger!re href="1n’n:iapeg:Get1reCS" preferenceValue="18">
Figure 5 presents the form which plays the reqdestd .,é}"‘m:”ﬁzzq-\"me;‘

audio track and promotes similar trucks to thentlidt i o =--- - sssm s

contains the appropriate components for playingicaud [~<Genre href="urnmpeg:GenreCS" preferenceValue='19">|

and two lists. The list at the top, presents themmted <Name=>Jazz=/Name>

audio tracks according to user’'s preferences. Tdteat =/Genre>...

the bottom presents the promoted tracks accordirthe Figure 6. The relative user preference block befme after the client’s

H request
usage history stored at the server. The user cguest q
any track from the two lists. Bfore:
- ) . - [~ <mpeg7:CreationPreferences>
-u'!ir Listening now: Luwmn'l-ﬂ %— % <mpeg7:Title mpeg7:preferenceValue="12" xml:lang="en">Lullaby mp3</mpeg7:Title
e aaaan I —emeee </mpeg7:CreationPreferences>...
fiEramotad audio according to your praferences, ; -
HGama Knaw. mpa i | [~ <mpeg7:ClassificationPreferences>
Baautitul Warld mp3 — <mpeg7:Genre mpeg7:preferenceValue="47" href="urnmpeg ContentCS:1">
Chacarera mp2 <mpeg7:Name xml:lang="en">Jarz</mpeg7:Name>
Eo:c:hye mg3 - </mpeg7:Genre>
noalmps </mpeg7:ClassificationPreferences>..

+

Pramoted audio according to giobal statistics e
;":-‘ E;"’”’:"" mp3 [© L‘<mi)eg?:CreatiDnPreferences>
L e L T e <mpeg7:Title mpeg7:preferenceValue="13" xml:lang="en">Lullaby. mp3</mpeg7:Title

Like o Player.mp3
Tl l“,nll::;c mpa </mpeg7:CreationPreferences>...

Frozen.mes _ | [~ <mpeg7:ClassificationPreferences>
@“‘ — it ﬁ —<mpeg7:Genre mpeg7:preferenceValue="48" href="urnmpeg ContentCS:1">
<mpeg7:Name xml:lang="en">Jazz</mpeg7:Name>

</mpeg7:Genre>
Add BDGRm:I‘kJ Exrt </mpeg7:ClassificationPreferences>...

Figure 7. The relative audio metadata blocks bedokafter the client’s
request

Figure 5. The client’s form for playing audio



Figure 7 presents the CreationPreferences and tlifd Belle Tseng, Ching Yung Lin, John Smith, "UsisPEG7 and

ClassificationPreferences metadata blocks storethet
server before and after client's request.
‘preferenceValue’ of the former block shows the faem
of times the relative audio track has been reqdegtem
all users. Respectively, the ‘preferenceValue’hd tater

Th

MPEG-21 for Personilizing Video”, IEEE Multimediaurnal, Vol. 11,

eNum. 1, pp. 42-53, IEEE Computer Society, Janu@fA2

[7] Chrisa Tsinaraki, Stavros Christodoulakis, “%eric User
Preference Description in MPEG-7/21", Fourth HellenData
Management Symposium, pid 6, Athens, Greece, 2At@fist, 2005

shows the times the relative genre of tracks ham be [8] Munchurl Kim, Jeongyeon Lim, Kyeongok Kang, @imong Kim,

requested from all users. Both values are increated
client’s request.

VI. CONCLUSIONS

“Agent-Based Intelligent Multimedia Broadcastingthin MPEG-21
Multimedia Framework”, ETRI Journal, Vol 26, Num Raejeon, South
Korea, April 2004

our approach relies on MPEG-21 and I\/”:,EG_7[9]TheFoundatlonforIntelllgentPhyS|caIAger11|11;p://www.flpa.org/
standards to achieve personalization. MPEG-21 DIDl10] MPEG-7, ISO/IEC JTC1/SC29/WG11 Coding of MayiRictures

and DIA are used handling Digital Items declaratzom
user preferences, respectively. Moreover, the @@
OWL ontologies are used for managing the metaddte.
architecture is decentralized, since each clieganizes
its own metadata locally. The server hosts the ueso
adaptation metadata along with the resources, ghogo

and Audio, http://mpeg.chiariglione.org/standargs#m 7/mpeg-7.htm
[11] MPEG-21, ISO/IEC JTC1/SC29/WG11 Coding of MayiPictures
and  Audio, http://mpeg.chiariglione.org/standarg=#m21/mpeg-
21.htm

[12] Web Ontology Language, World Wide Web Consortj http:/

audio tracks to the clients based on their chomag WW-W3-0rg/TR/owl-features/

preferences.

Applications conforming to MPEG-21 and MPEG-7
may use the metadata produced by our framework.
Additionally the model presented in this paper dsn
applied to any type of multimedia resources.

Future work includes the implementation of the
proposed framework over web services. Furthermibre,
would be useful to develop a mechanism capable of
combining user preferences with resource adaptation
metadata, according to content related preferences
formally defined at the user. Content related pefees
could include relevance importance specifications
improving framework’s functionality and increasing
personalization intelligence.
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