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Abstract— In dynamic distributed computing environments,
system entities may be classified into two main cegories that
are, in principle, in conflict. These are the Sende Resource
Requestors (SRRs) wishing to use services and/or poit
resources offered by the other system entities anthe Service
Resource Providers (SRPs) that offer the serviceggources
requested. Seeking for the maximisation of their ware, while
achieving their own goals and aims, entities may wsibehave
(intentionally or unintentionally), thus, leading to a significant
deterioration of system’s performance. In this stug, a reputation
mechanism is proposed which helps estimating SRPs
trustworthiness and predicting their future behaviaur, taking into
account their past performance in consistently safying SRRs’
expectations. The reputation mechanism is distrib@d, considers
both first-hand information (acquired from the SRR’s direct past
experiences with the SRPs) and second-hand informan
(disseminated from other SRRs’ past experiences witthe SRPs),
while it exhibits a robust behaviour against inacctate reputation
ratings.

Index Terms— Collaborative Reputation Mechanism,
Intelligent  Multi  Agent  Systems, Service Resource
Requestors/Providers, Distributed Computing Enviromments.

. INTRODUCTION

In the highly dynamic distributed computing envingents
(including pervasive, peer-to-peer, grid computimgbile ad-
hoc & sensor networks and electronic communiti&f®mn a
market-based perspective, the roles of the systeities may
be classified into two main categories that, imgiple, are in
conflict. These two categories are: the entitied thish to use
services and/or exploit resources offered by otbgstem
entities Service/Resource RequestorSRRs) and the entities
that offer the services / resources requesBaivice/Resource

trustworthily, at a high quality level in a timechoost effective
manner.

Efficient system operation requires for a cooperatf high
degree among the various entities, which may asdmee time
act as a requestor and as a provider for
services/resources. However, seeking for the masitioin of
their welfare, while achieving their own goals aains,
entities may misbehave (intentionally or unintemilby),
acting selfishly, thus, leading to a significanted®ration of
system’s performance. Therefore, trust mechanisrosld be
exploited in order to build the necessary trusatrehships
among the system entities [1], enabling them tormatically
adapt their strategies to different levels of caapien and
trust.

Traditional models aiming to avoid strategic misiabur
(e.g., authentication and authorization schemes [3],
Trusted Third Parties (TTPs) [4]) may be inadequateven
impossible to apply due to the complexity, the tageneity
and the high variability of the environment. Repiota
Mechanisms are employed to provide a “softer” sgclayer,
sustaining rational cooperation and serving asaaeritive for
good behaviour as good players are rewarded bgdbiety,
whereas bad players are penalized [5]. In genegpljtation
mechanisms establish trust by exploiting learnimgmf
experience concepts in order to obtain a religbiflue of
system participants in the form of rating based ather
entities’ view/opinion. Reputation related informoat may be
disseminated to a large number of system partitspanorder
to adjust their strategies and behaviour, multiglythus the
expected future gains of honest parties which lkarloss
incurred by cooperating and acting for the maxinnizaof the
social welfare. Current reputation system implemgons in
e-marketplaces consider feedback given by Buyetiserform

Providers- SRPs). In general, SRPs’ main role is to developf ratings in order to capture information on Sgdlepast
promote and provide the desired services and ressurbehavior, while the reputation value is computedhes sum
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(or the mean) of those ratings either incorporatithgatings or
considering only a period of time (e.qg., six mon{ie3, [7].

In the context of this study, our focus is laid tme
evaluation of the reliability of SRPs. To this resp a
collaborative reputation mechanism is proposedchitakes
into account the SRPs’ past performance in comglgte
satisfying SRRs’ expectations. To be more specifte
reputation mechanism rates the SRPs with respeshéther

different



they honoured or not the agreements established thi¢
SRRs, thus, introducing the concept of trust amahg
involved parties. Most reputation based systemseiated
research literature aim to enable entities to nmd@a@sions on
which parties to negotiate/cooperate with or exeludter they
have been informed about the reputation ratinghefparties
of interest. The authors in this study do not diyeexclude /
isolate the SRPs that are deemed misbehaving, niste:aid,
base the SRRs’ decision concerning the most apiptepBRP
on their respective reputation ratingl{ability related factoy,

under the assumption that all candidate SRPs shev&RRs
service/resource requests with the same terms amditions.
The reputation mechanism considers both
information (acquired from the evaluator
experiences with the target SRP) and second-hdodriation

(disseminated from other SRRs), is decentralizet eadhibits

robust behaviour against inaccurate reputation ngati
intentionally and/or unintentionally provided.

This study is based upon the notion of interaciielligent
agents which participate in activities on behalftair owners,
while exhibiting properties such as autonomy, reaQess,
and proactiveness, in order to achieve particuiggaiives and
accomplish their goals [8]. Thus, two agent catEgolare
introduced: theService/Resource Requestor Age(8RRAS)
and theService/Resource Providers Age(BRPAs) acting on
behalf of the SRRs and SRPs respectively. SRRAS&RIAS
are both considered to be rational and self-intedeswhile
aiming to maximise their owners’ profit.

The rest of the paper is structured as followsSdation 2,

view on the SRPAs’ performance [1]). This approachone
hand has significant computational, communicatiotiale and
storage advantages, but on the other hand it miégr Stom
the classical disadvantages of all centralized cuzlogies
(e.g., introduction of performance bottlenecks aimgle point
of failure in the system).

In the context of this study, we adopt a decerzeali
approach with respect to witness SRRA's information
concerning SRPAs reputation ratings. Specifically basic
assumption is that each SRRA is willing to share it
experiences and provide whenever asked for thetatpu
ratings of the SRPAs formed on the basis of its pirect

first-haridteractions. Thus, the problem is reduced in figdproper
SRR’s pasuitnesses, i.e., obtaining a reference of the SRRAs have

previously been served by the SRPAs under evalualtiothe
current version of this paper, we assume that a
Service/Resource Provider Reputation Broker compbne
(SRPRB) maintains a list of the SRPAs providingpacific
service / resource as well as a list of SRRAs thae
previously interacted and been served by a spesRPA. At
this point it should be noted that the reliabilidff SRPAs is
treated as a behavioural aspect, independentlyeogervices /
resources provided. Thus, the witnesses list magobgposed
by SRRAs which have had direct interactions with specific
SRPA in the past, without considering the servicesburce
consumed. Additionally, SRPAs have a solid interest
informing SRPRB with respect to services / resasirtiey
currently offer, while the SRRAs are authorizedcatwess and
obtain witness references only in case they seedbfeck

the fundamental concepts of the proposed collalverat concerning the preferred partner for their pasrandtions in

reputation mechanism are presented, aiming to oéffer
efficient way of building the necessary level ofidr in the
intelligent distributed computing environments. Section 3,
the reputation ratings system is mathematicallynfdated. In
Section 4, the related research literature is itedsFinally, in
Section 5, initial findings are reported, conclusiaare drawn
and directions for future plans are given.

Il. REPUTATION MECHANISM FUNDAMENTALS

The proposed reputation mechanism is collaborativiine
sense that it considers both first-hand informatjaoquired

the system. This policy based approach providesldien to

the inherent incentive based problem of reputation
mechanisms in order for the SRPRB to keep accuanadeup

to date information.

True feedback cannot be automatically assumed. nBleco
hand information can be spurious (e.g., parties ateose to
misreport their experience due to jealousy or ideorto
discredit trustworthy Providers). In general, a hatsm for
eliciting true feedback in the absence of TTPseisessitated.
According to the simplest possible approach thay rba
adopted in order to account for possible inaccesatd the

from the SRRA's past experiences with the SRPAS) adnformation provided by the witnesses SRRAs (both

second-hand information (disseminated from otheRA&SH.

intentional and unintentional), the evaluator SRE&h mostly

To be more specific, each SRRA keeps a record ef thely on its own experiences rather on the targePSR

reputation ratings of the SRPAs it has negotiatgd and has
been served by in the past. This rating based endttect
experiences of the evaluator SRRA with the targePs
forms the first factor contributing to the overadiRPA
reputation. Concerning the SRPAS’ reputation ratingsed on
feedback given by other SRRA on their experienceshe
system (the second factor contributing to the di/e&SRPA
reputation rating based on witness informationgeatralized

reputation ratings provided by witnesses SRRAs. this
respect, SRPA’s reputation ratings provided by witness
SRRAs may be attributed with a relatively low sfgr@nce
factor.

In this paper, we consider that each SRRA is aataxtiwith
a trust level dynamically updated, which reflectsetier the
SRRA provides feedback with respect to its expeasnwith
the SRPAs truthfully and in an accurate manneredsence,

approach may be adopted (e.g., a system compoweid c this trust level is a measure of the credibilitytbé witness
maintain and update a collective record of the S®PAiNnformation. To be more specific, in order to handl
reputation ratings formed after taking into accoemth SRRA intentional inaccurate information, an honesty atality is



attributed to each SRRA, i.e., a measure of theiikod that
a SRRA gives feedback compliant to the real
concerning service provisioning. Second-hand indiom
obtained from trustworthy SRRAs (associated witthigh
honesty probability), are given a higher significanfactor,
whereas reports (positive or negative) coming
untrustworthy sources have a small impact on theddtion of
the SRPAS’ reputation ratings. Concerning the mmiovi of
inaccurate information unintentionally, the authta&e into

the SRRASs’ decision concerning the most appropr&RPA

picturafter a specific time period, or after the completiof a

specific number of transactions on a random schanté
possible outdated information the system possessgxiated.
Otherwise, a Boltzmann exploration strategy cowddtopted

fror®].

It should be noted that the reputation mechanismesoat
the cost of keeping reputation related informateineach
SRRA and updating it after service provision / rese

account the number of transactions a witness SRR#& hconsumption has taken place. Finally, the estimatb the

performed with the target SRPA and the sum of #spective
transaction values. Specifically, it is quite sadeassume that
SRRAs that have been involved with the target SRR for
a few times will not have formed an accurate pitiagarding
its behaviour. Additionally, if the reputation magi is formed
on the basis of low-valued transactions, there pssibility
that it does not reflect the real picture (e.g.,SRPA may
strategically exhibit good behaviour in case itteptial profits
in a context of a transaction are low and cheatnwtie
expected earnings are high).

The evaluator SRRA uses the reputation mechanism
decide on the most appropriate SRPA, especiallgases
where the SRRA doubts the accuracy of the infoimnati
provided by the SRPAs. A learning period is requiire order
for the SRRAs to obtain fundamental information fie
reliability related behavioral aspects of the SRFABsring the
learning period and/or in case reputation spedaifiormation
is not available to the SRRA (both through its e@xperiences
and through the witnesses) the SRPs may be seleciddmly
or on round-robin basis (e.g., the service/resotggeests are
served by iterating the candidate SRPs list).

Considering that the SRRAs have initially acquirtu
fundamental reliability related information for t8&PAs (that
is after the learning period), only the reputatrating of the
“best” SRPA (i.e., the one selected on the bastt®SRPAS’
reliability related values) will be updated, aftee user finally
accesses the service. Thus, the system can onify ¥be
behaviour of the “most” appropriate SRPA and hasnaans
to identify potential changes to other SRPAS’ bédavwith
respect to their compliance to the establishedraonterms
and conditions. Furthermore, initial SRPAS’ relldpirating
values are taken equal to 0.1. A quite low repotatiating
value has been assumed (that is all SRPAs initialg
considered to be dishonest entities) in order twicathe bad
consequences of changing identities so as to wip@assible
misbehaviour in the past). Therefore, assumingttieatgood”
SRPAs do not alter their policies, the misbehavBigPAs
have to improve on their potential performance sota
overcome the barrier raised by their low reputatiting.

In order not to exclude new SRPAs or SRPAs théiaihyi
did not honour the terms and conditions of the Emts
established, thus being attributed with a smaliabdity
related value after the learning period, and gt a chance
to re-enter to the system and improve their repnatating,
the simplest possible approach that could be addpt® base

reliability rating value of the SRPAs requires ion®e cases
(e.g., when consumption of network or computational
resources are entailed in the service provisioncgss) a
mechanism for evaluating whether the service qualitis
compliant with the picture promised during the négion
phase.

Il

Let us assume the presence M candidate SRPAs
interacting with N SRRAs concerning the provisioning of
$Brvices / resources={s,s,,...} requested in a distributed
intelligent computing environment. Let the set gkats that
represent Service Resource Providerde denoted by
P={PR,P,,..Py} and the set of agents that repres®envice

Resource Requestot®e denoted byR={R;,R,,.. Ry} . We
hereafter consider the request of a SR (evaluator)

regarding the provision of service, which without loss of
generality is provided by all candidate SRPAs
P={P,P,,.Py} with the same terms and conditions. The

evaluator SRRAR will base its decision on the most

appropriate SRP for the provision of servieen the SRPAS’
reputation ratings, considering its own direct eigpees as
well as the opinion of a number of withesses. Thusrder to
estimate the reputation rating of a target SRPA at time

FORMULATION OF THEREPUTATION RATING SYSTEM

instancet, , the evaluator SRRAR needs to retrieve from the
SRPRB the list R, of n
(R, € R={R,,R,,..Ry}). Thereafter, theR contacts then

witnesses in order to get feedback reports on éaviour of
the P, .

witnesses

A. Estimating target SRPA’s reputation rating based on
SRRAS’ direct experiences

Concerning the formation of the reputation ratings
RRRX(P]-), each SRRAR, may rate SRPAP; with respect
to its reputation on the basis &, direct experiences witl®,
after a transactiord has taken place at time instantge in
accordance with the following equation:

RROSE (Py) = RREG(P) + k- (RRE(P)) -{rr(P) ~ELrr (P)]} (1)
where RR,and RR, are the SRPAP; reliability based

rating after and before the updating procedurehald been



assumed thatRR,,; and RR,, lie within the [O1] range, reputation rating of the target SRPR, as formed by the

where a value close t0 indicates a misbehaving Seller.grra R, (ie., RRRX(PJ)) to the overall reputation rating

rr(P;) is a (reward) function reflecting whether the sesv . .
. ) . ] ] ) estimation by the evaluatdr . In general,wg is a measure
quality is compliant with the picture establishedridg the X

negotiation phase aré[rr (P,)] is the mean (expected) value®f the credibility of witnessR, and may be a function of the

trust level attributed to each SRRR, by the evaluatorR ,

of the rr (P;) variable. In general the larger the(P;) value,
éhe number of interactionR, has performed wittP; and the

the better the SRPA?; behaves with respect to the agree ) i
sum of the respective transaction values (e.g., rtee
transactions with high transactional value have nbee
performed, the higher the possibility is for tiR; to possess
K (k< (01]) determines the relative significance of the neWn accurate picture of P, behaviour). Additionally, it has
outcome with respect to the old one. In essends, vilue
determines the memory of the system. Snkallvalues mean
that the memory of the system is large. Howeverpdgo (j.e., Wg + iWRk =1). Thus, weightw, may be given by

behaviour will gradually improve the SPRA®B; reputation k=1
the following equation:

terms and conditions of the established contrant,therefore
the more positive the influence on the rating @ &) . Factor

been assumed that weigmz]z;x are normalized to add up to 1

ratings. I(Rlﬁ,xe(Pj )) is a function of theP; reputation rating

Np

RR%(P;) and is introduced in order to keep iR rating TLY(R) Ny (R, P)- ZlTV(Rx,P-)

" ion of i . = N ®)
within the range[01]. In the current version of this study, Ny

1[ ] Y TR)-Ni (R P)- XTV(R,P)
(RRG%(P))) ==+ [1-expQ—RRG(P, )], for which it S L
stands (RR3(P;)) > 1 and (RRy:(P;)) > 0 where TLR (R,) is the trust level attributed to SRRR, by
R rxe(rij )—:o R rxelij )ejl the evaluatorR , Np(R,,P;) is the number of interactions

It should be noted that Seller's misbehaviour (bheast . Nt .
deterioration of its previous behaviour) leads tdezreased Ry has performed wittP; and n%lTV(RX’PJ) Is the sum of

post rating value, since thr (P;)—E[rr(P;)]} quantity is the respective transaction values. It has beenmessithat
negative. Therr (P;) function may be implemented in severaltR (R,) €[01] with level1 denoting a fully trusted witness

ways. In the context of this study, it was assumvédout loss R

. in the eyes of the evaluat@r. One may easily conclude
of generality that ther (P;) values vary from 0.1 to 1.

that for the evaluatoR; it standsTL® (R) =1.
B. Estimating target SRPA’s overall reputation rating
The target SRPA'sP; reputation ratingRR(P;) may be

C. Updating trustworthiness of witnesses

_ _ _ Trustworthiness of witnesseBbL? (R,) initially assumes a
estlme_lted by the evaluator SRRR in accordance with the high value. That is all witnesses are considerecport their
following formula: experiences to th&® honestly. However, as already noted, the

trust level is dynamically updated in order to actofor
potential dissemination of misinformation by theneisses in
the system. Specifically, a witnesR, is considered to

where RR¥(P;) denotes the reputation rating of the targetisreport his/her past experiences, if the target overall
SRPA P; as formed by SRRAR, on the basis of its direct

experiences withP; in the past. As may observed from (2),

RREe (P,) = w, - RRE (Pj)+§lek RR¥(P) @)

reputation ratingRR" 'tC(Pj )as estimated by (2) is beyond a

given distance of the ratingRRRX(Pj) obtained from the

the reputation rating of the targeP; is a weighted witness R, (formed in accordance with (1)), in which case the

combination of two factors. The first factor cohtriing to the following expression holds:
reputation rating value is based on the direct e&pees of the
evaluator agentR, whereas the second factor depends OFRRR‘ o (py) - RRRX(Pj )‘ >e 4

information regardingP; past behaviour gathered from the . ) )
where e is the predetermined distance level.
As it may be observed, this approach may be gtfiicient

in case the population of the witnesses reportomgehktly their

witnesses.
Weight W, provide the relative significance of the



experiences is quite large with respect to the atisst RR(P,) by the evaluator SRRAR at time instance, (2)
witnesses. Thus, to account for such cases, tHaatwatakes
also into account the distance of the reputatidimgeof the
target P, as formed considering its own direct experienceﬁRR1

may be rewritten as following:

n
(P)=wg - RRE"(P))+ Y wp - RR(P)) @)
RR¥4(P,). In case it stand#RRF*'td (PJ-)—RRRX(Pj)‘>e =

i xole H : Ryt
(assuming that the evaluat® has obtained the information Where the ratingRR™" (P,) is a function of RREx? (P;) .

required based on its direct experiences and hasetb an A wide range of functions may be defined. We restaur

accurate picture of the targé reliability) the evaluator may attention to two families of functions: exponentiahd
olynomial. Other functions could be defined as lwel

conclude that the witness misreports its ex er'nanceg . .
. . P P xpressions (8) and (9) provide a formal model bé t
Otherwise, in case the evaluatét does not have a real : , ; :
exponential and polynomial related family of fuocis

picture of the target P, behaviour, it adjusts the concerning theRRRX’tC(PJ-) reputation rating.

trustworthiness of the witnesses considered forfdnemation

of P, reputation, only in caseP; is selected for the RRRX"C(P]-): [1—{i~[1—exp ?_tc —t4 NG 'RRESQF ) ®)

provisioning of the service / resource and aftervise 1-e te

provisioning has taken place and the reputatidngdtas been t _t

accordingly updated by (1). RR(P) =[1- ((=—4)"’]-RREA (P,) (9)
Witnesses’ trustworthiness may be updated on tlsés lud L

the following expression, in a similar manner ty (1 . .
g exp n( for which it stands RR®'(P)—RRE(P) and

TLost(R) = TLEe(R) + ky - I(TLFe(R,)) - @ (5) et

RRRxfe (P;) — 0. Specifically, the bigger the quantity —t4
where TLYq(R)and TLS (R,) are the witness R, te>>g
trustworthiness after and before the updating m'o@ It has is, the lower is the reputation value for the SRpﬁachired.
been assumed thaiL5(R,) and TLR(R,) lie within the As it may be observed from (8) and (9), these famibf
functions represent an infinite number of differemmbers,
one for each value off. Parameterd has been included in
i order to highlight the different patterns with respto the
expression holds: adopted rate of decrease. For example, adoptinguiware
policy [10] could lead to minor modification (dees®) of the

[01] range, where a value close @oindicates a dishonest
witness. For the reward / penalty paramegethe following

a<0, |RRRi't°/d (P,) - RRE (P, )| >e — .
a= (6) reputation rating, untirs—9 -1 (i.e., -4 — 0), whenupon,

a> 0, |RRRi’t°’d(Pj)—RRRX(PJ- )|<e te te
the minimum reputation value is assumed. Otherwise,
exploiting the Conceder policy [11] could lead he Mminimum
reputation value in quite a short time period (tpgantity
TLﬁre(RX) and is introduced in order to keep the witness, —t, is quite small).

I(TLﬁre(Rx)) is a function of the Buyer’s trustworthiness

trustworthiness level within the rang@®l]. In the current

version of this study, in accordance with equatift),
I(TLR (R))= 1 1-ex TR (R ¢ hich it The issue of trust has been gaining an increasimguat of
pre()) =70l Pe-TLge(RNI, for which it j4ention in a number of research communities. 2], the
current research on trust management in distribsystems is
surveyed and some open research areas are explored.

In [13] a typology is proposed summarizing exigtinorks
(ky € (01]) determines the relative significance of the newn reputation across diverse disciplines (i.e., neatical
outcome with respect to the old one, constitutithyis, the Studies, scientometrics, computer science, evaolatip
memory of the system. biology, sociology). Specifically, reputation issasned to be

context dependent, it can be viewed as global sopalized,

D. Introducing the time effect in the target SRPA'srall  can be used to describe an individual or groumdividuals.

reputation rating estimation Individual reputation can be derived either fromredt

In order to introduce the time effect in our medeanand encounters or/and observations made about othent'sge
model the fact that more recent events should waighe in  encounters with others (direct reputation) or froierences

the evaluation of the target SRPAB; reputation rating Pased on information gathered indirectly (indiregputation)
comprising prior beliefs an agent has about stnange

IV. RELATED RESEARCH

stands I(TLS .(R,)) »1 and I(TLY(R,)) — 0. Factor k,
T e (R)-0 T e (Re)-1



reputation estimates of the group an agent beldogand
information gathered according to a mechanism amid the
“word of mouth” propagation of information for humaBased
on this typology, the authors have studied thetixgatrengths
of different notions of reputation in a set of ewwnary
games.

In [14] the authors, after discussing on desiragpprties for
reputation mechanisms for online communities, descr
Sporas and Histos reputation mechanisms for loosely
highly connected online communities, respectivétat were

established with the SRRs. The reputation mecharism
distributed, considers both first-hand informati¢ecquired

from the SRR’s direct past experiences with the §Rihd

second-hand information (disseminated from otheRSRast

experiences with the SRPs), while it exhibits a usib
behaviour against inaccurate reputation ratings.

The reputation framework designed has been addpyed
self-interested autonomous agents and has perforuedid
Initial results indicate that the proposed SRPdiele scheme
(based only on their reputation ratings) exhibitsbetter

implemented in Kasbah electronic marketplace. Sporerformance with respect to random SRP selectidmichwis

reputation mechanism provides a global reputatialues for
each member of the online community, associatet thieém
as part of their identity. Histos builds a more queralized
system, illustrating pairwise ratings as a direagedph with
nodes representing users and weighted edges ratingsthe
most recent reputation rating given by one usantather.

In [15], the authors base the decision concerning t

trustworthiness of a party on a combination of Ioca[l]

information acquired from direct interactions witte specific
party (if available) and of information acquiredrn witnesses
(trusted third parties that have interacted witk 8pecific
party in the past). In order to obtain testimoniesm

witnesses, a trust net is built by seeking anafalhg referrals
from its neighbours, which may be adaptively chosEmeir

approach relies upon the assumption that the vagirity of

agents provide honest ratings, in order to ovetigeeffect of
spurious ratings generated by malicious agent§l8h some
models of deception are introduced and it is stldiew to

efficiently detect deceptive agents following thesedels
based on a variant of the weighted majority alganiapplied
to belief functions. Specifically, each agent maiiné a weight
for each of the other agents whose testimoniesiiests. This
weight estimates how credible the given witness Tike

weights from witnesses are tuned so that the velatieight
assigned to the successful advisors is increasedleas it is
decreased for the unsuccessful withesses.

V. CONCLUSIONS

From a market based perspective, entities composi
dynamic distributed computing environments may laesified
into two main categories that are, in principle, donflict.
These are the Service Resource Requestors (SR&Ehgvito
use services and/or exploit resources offered ey dther
system entities and the Service Resource Prov(i@&Bs) that
offer the services/resources requested. In genenaler the
assumption that a number of SRPs may handle ané Hee
SRRs requests with the same terms and conditibasSRRs
may decide on the most appropriate SRP for theicgev
resource requested on the basis of their reputatimg
(reliability related factoj. In this study, a reputation
mechanism
trustworthiness and predicting their future behakjidaking
into account their past performance in consistesélisfying
SRRs’ expectations. Specifically, SRPs are ratdtl vaspect
to whether they honoured or not the agreements tzee

is proposed which helps estimating SRIPg;

on average 30%, in case honest feedback provisiaasumed
for the vast majority of the witnesses. Future plaavolve our
frameworks’ extensive empirical evaluation incoigtorg

witnesses misbehaviour and against existent repaotatodels
and trust frameworks.
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